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(1) 

THE ROAD TO 2020: DEFENDING AGAINST 
ELECTION INTERFERENCE 

Tuesday, November 19, 2019 

U.S. HOUSE OF REPRESENTATIVES, 
COMMITTEE ON HOMELAND SECURITY, 

SUBCOMMITTEE ON CYBERSECURITY, 
INFRASTRUCTURE PROTECTION, 

AND INNOVATION, 
Washington, DC. 

The subcommittee met, pursuant to notice, at 2:14 p.m., in room 
310, Cannon House Office Building, Hon. Cedric L. Richmond 
(Chairman of the subcommittee) presiding. 

Present: Representatives Richmond, Rice, Slotkin, Thompson; 
Katko, Walker, Taylor, and Joyce. 

Mr. RICHMOND. The Committee on Cybersecurity, Infrastructure 
Protection, and Innovation will come to order. The subcommittee is 
meeting today to receive testimony on election security in a hearing 
titled, ‘‘The Road to 2020: Defending Against Election Inter-
ference.’’ 

Good afternoon. I want to welcome the witnesses to today’s hear-
ing on how we can secure the 2020 election against outside inter-
ference. Today we will take a broad look at election security issues, 
including efforts from the private sector to protect election infra-
structure and political campaigns against malicious actors. 

This threat is real, and it is personal. Yesterday it was reported 
that my State of Louisiana was the victim of a ransomware attack. 
The attack happened while the Secretary of State was awaiting 
certification of the recent election. While State officials activated 
the State’s cybersecurity team in response to the attack, this inci-
dent highlights the exact scenario this committee is trying to pre-
vent in the 2020 election. 

It is an undisputable fact that in 2016 the Russian Government 
carried out a concerted, sophisticated operation to meddle in our 
Presidential election. The Kremlin leveraged sophisticated cyber 
capabilities to target our election infrastructure and amplify divi-
sive, and at times, false rhetoric in an unprecedented way to sow 
discord, undermine the public’s faith in democratic institutions, 
and ultimately damage the global leadership of the United States. 

The Russian government’s covert and malicious foreign inter-
ference campaign attacked every aspect of our elections. It involved 
engaging in conversations with personnel from a U.S. Presidential 
campaign, hacking a National political committee, conducting a 
phishing attack against a campaign chairman, targeting voter reg-
istration databases and other election infrastructure, and mobi-
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lizing bots and fake on-line personas to carry out influence oper-
ations. 

Today 2 other nation-state actors, China and Iran, are following 
suit, weaponizing new technologies to disrupt our democracy, dis-
tort the daily news, and compromise our election security. 

As we move into the heart of the 2020 election cycle, we must 
set aside party politics and work together to improve election secu-
rity and preserve the integrity of our democracy. To that end, I 
urge the White House to accept the intelligence community’s unani-
mous conclusions about 2016 meddling, refrain from engaging in 
conspiracy theories ahead of the 2020 elections and show some 
needed leadership on election security. Failing to do so will further 
erode public confidence in our election process, and advance Vladi-
mir Putin’s goal of undermining the U.S.-led liberal democratic 
order. 

For its part, Senate leadership must pass House-passed meas-
ures that would make election infrastructure more secure, and it 
should match the House’s commitment to funding election security 
grants. Security vulnerabilities and an outdated, unsupported elec-
tion infrastructure could jeopardize the accuracy of voter registra-
tion databases, or even the tally of votes cast. That is simply unac-
ceptable. Voters deserve to know that they will be able to vote 
when they show up, and that their vote will be counted accurately. 

To guard against covert, malicious, foreign influence campaigns, 
owners and operators of on-line platforms must understand and be 
candid with the public about how our adversaries use their plat-
forms. Also, we need to educate the public so that they are in-
formed and have the opportunity to distinguish between facts and 
disinformation. And our party organizations and campaigns must 
take cybersecurity seriously, monitor for disinformation, and refuse 
to take advantage of malicious disinformation circulated about 
their opponents. 

Party and campaign organizations have tremendous power to 
counter efforts by foreign adversaries, simply by rejecting opportu-
nities to take the cheap shots based on fake news. Together, those 
truly interested in defending our elections from foreign adversaries 
can make a real difference. 

For example, despite a lack of leadership from the White House, 
the Department of Homeland Security is building relationships and 
providing a full suite of election security services to State and local 
election officials. 

In addition, the Office of the Director of National Intelligence, 
Federal Bureau of Investigation, National Security Agency, and 
U.S. Cyber Command have teams to coordinate and integrate elec-
tion security threat information. 

The private sector is also stepping up. Cybersecurity researchers 
at non-profit and for-profit organizations are providing cybersecu-
rity services to campaigns and election officials. I commend these 
efforts. 

I look forward to hearing more from our distinguished panel on 
their efforts and yield back the balance of my time. 

[The statement of Chairman Richmond follows:] 
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STATEMENT OF CHAIRMAN CEDRIC L. RICHMOND 

Today, we will take a broad look at election security issues, including efforts from 
the private sector to protect election infrastructure and political campaigns against 
malicious actors. It is an undisputable fact that, in 2016, the Russian government 
carried out a concerted, sophisticated operation to meddle in our Presidential elec-
tion. The Kremlin leveraged sophisticated cyber capabilities to target our election 
infrastructure and amplify divisive—and at times false—rhetoric in an unprece-
dented way to sow discord, undermine the public’s faith in democratic institutions, 
and ultimately damage the global leadership of the United States. The Russian gov-
ernment’s covert malicious foreign interference campaign attacked every aspect of 
our elections. 

It involved engaging in conversations with personnel from a U.S. Presidential 
campaign, hacking a National political committee, conducting a phishing attack 
against a campaign Chairman, targeting voter registration databases and other elec-
tion infrastructure, and mobilizing bots and fake on-line personas to carry out influ-
ence operations. Today, 2 other nation-state actors, China and Iran, are following 
suit—weaponizing new technologies to disrupt our democracy, distort the daily 
news, and compromise our election security. As we move into the heart of the 2020 
election cycle, we must set aside party politics and work together to improve election 
security and preserve the integrity of our democracy. 

To that end, I urge the White House to accept the intelligence community’s unani-
mous conclusions about 2016 meddling, refrain from engaging in conspiracy theories 
ahead of the 2020 elections, and show some needed leadership on election security. 
Failing to do so will further erode public confidence in our election process and ad-
vance Vladimir Putin’s goal of undermining the U.S.-led liberal democratic order. 
For its part, Senate leadership must pass House-passed measures that would make 
election infrastructure more secure, and it should match the House’s commitment 
to funding election security grants. Security vulnerabilities in outdated, unsup-
ported election infrastructure could jeopardize the accuracy of voter registration 
databases or even the tally of votes cast. That is simply unacceptable. 

Voters deserve to know that they will be able to vote when they show up, and 
that their vote will be counted accurately. To guard against covert malicious foreign 
influence campaigns, owners and operators of on-line platforms must understand 
and be candid with the public about how our adversaries use their platforms. Also, 
we need to educate the public so that they are informed and have the opportunity 
to distinguish between facts and disinformation. And our party organizations and 
campaigns must take cybersecurity seriously, monitor for disinformation, and refuse 
to take advantage of malicious disinformation circulated about their opponents. 
Party and campaign organizations have tremendous power to counter efforts by for-
eign adversaries simply by rejecting opportunities to take the cheap shots based on 
fake news. 

Together, those truly interested in defending our elections from foreign adver-
saries can make real progress. For example, despite a lack of leadership from the 
White House, the Department of Homeland Security is building relationships and 
providing a full suite of election security services to State and local election officials. 
In addition, Office of the Director of National Intelligence, Federal Bureau of Inves-
tigation, National Security Agency, and U.S. Cyber Command have teams to coordi-
nate and integrate election security threat information. The private sector is also 
stepping up. Cybersecurity researchers at non-profit and for-profit organizations are 
providing cybersecurity services to campaigns and election officials. I commend 
these efforts. I look forward to hearing more from our distinguished panel on their 
efforts. 

Mr. RICHMOND. With that I now recognize the Ranking Member 
of the subcommittee, the gentleman from New York, Mr. Katko, for 
an opening statement. 

Mr. KATKO. Thank you, Mr. Chairman. Thank you all for being 
here this afternoon on this very, very important topic. 

Securing our elections remains one of the most pressing issues 
our country faces today. Secure voting systems and the accurate re-
porting of votes is foundational to our democracy. Americans 
should have full confidence in every aspect of our election process. 

Unfortunately, our election systems have become the principal 
target of several adversaries. Disinformation campaigns engineered 
by Russia have sown political discord within our election process. 
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Social media has become a haven for false information regarding 
Election Day procedures and misinformation of candidates. 
Disinformation campaigns serve to confuse voters and undermine 
their confidence in the electoral process. 

While foreign influence has had a measured effect on our dis-
course, election results have, fortunately, remained untouched. The 
success of the 2018 midterms demonstrated the progress that the 
Federal Government and our State and local partners have made 
together. I want to applaud election security efforts led by CISA 
and the partnerships with State and local governments that have 
resulted in a marked improvement of information sharing and co-
hesion. 

Additionally, growing participation within the election infrastruc-
ture ISAC by local election officials has provided thousands of elec-
tion offices with the cyber resources they need to maintain the reli-
ability of their election infrastructure. Paper trails for voting sys-
tems are now in use in all but a few States, providing voters with 
a tangible, incorruptible record of their vote. 

The continued development of auditing techniques confirms vot-
ing results where voter tallies may be called into question. These 
software independent techniques have become invaluable to pro-
tecting our election systems from cyber attacks. Software independ-
ence of our election infrastructure is absolutely essential for the in-
tegrity of our election systems. 

This progress does not mean our election systems are secure. In 
my district we have seen multiple ransomware attacks affecting 
critical functions of the Syracuse City School District, for example, 
and the Onondaga County Library system. One can only imagine 
the effect of a similar targeted ransomware campaign aimed at 
voter registration databases before an election. Such an attack 
would hijack our election process and undermine all voter con-
fidence in election results. 

Furthermore, we must continue to develop our relationships with 
State and local partners to ensure Federal cybersecurity resources 
are being utilized. While participation in the alleged election infra-
structure ISAC has improved since the 2016 elections, thousands 
of local election offices remain independent. Local election offices 
are not equipped to handle the cyber threats to their election infra-
structure alone. It is imperative that the Federal Government 
makes available its cybersecurity resources to every local election 
office. 

Election security has a history of bipartisan cooperation and sup-
port. Ensuring that our election process is uncompromised must re-
main a top priority for both sides of the aisle. I am confident that 
we can take the necessary and reasonable steps to continue to im-
prove the integrity of our election systems. 

I thank the witnesses for providing the committee with their tes-
timony and look forward to hearing their ideas on how we can fur-
ther improve the security of our election systems. 

General Taylor, I must say it is nice to see you again, sir. 
I want to thank all of you, and Chairman Richmond, and every-

one here today for calling this important hearing. I yield back the 
balance my time. 

[The statement of Ranking Member Katko follows:] 
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STATEMENT OF RANKING MEMBER JOHN KATKO 

NOV. 19, 2019 

Thank you, Mr. Chairman. 
Securing our elections remains one of the most pressing issues our country faces. 

Secure voting systems and the accurate reporting of votes is foundational to our de-
mocracy. Americans should have full confidence in every aspect of our election proc-
ess. 

Unfortunately, our election systems have also become the principal target of sev-
eral adversaries. 

Disinformation campaigns engineered by Russia have sown political discord with-
in our election process. Social media has become a haven for false information re-
garding election day procedures and misinformation of candidates. Disinformation 
campaigns serve to confuse voters and undermine their confidence in the electoral 
process. 

While foreign influence has had a measured effect on our discourse, election re-
sults have fortunately remained untouched. The success of the 2018 midterms dem-
onstrated the progress that the Federal Government and our State and local part-
ners have made. I want to applaud election security efforts led by CISA and their 
partnerships with State and local governments that have resulted in a marked im-
provement of information sharing and cohesion. Additionally, growing participation 
within the Election Infrastructure ISAC by local election officials has provided thou-
sands of election offices with the cyber resources they need to maintain the reli-
ability of their election infrastructure. 

Paper trails for voting systems are now in use in all but a few States, providing 
voters with an incorruptible record of their vote. The continued development of au-
diting techniques confirms voting results where voter tallies may be called into 
question. These software independent techniques have become invaluable to pro-
tecting our election systems from cyber attacks. Software independence of our elec-
tion infrastructure is essential for the integrity of our election systems. 

This progress does not mean our election systems are secure. In my district, we 
have seen multiple ransomware attacks affecting critical functions of the Syracuse 
City School District and Onondaga County Library System. One can imagine the ef-
fect of a similar targeted ransomware campaign aimed at voter registration data-
base systems before an election. Such an attack would hijack our election process 
and undermine all voter confidence in election results. 

Furthermore, we must continue to develop our relationships with State and local 
election partners to ensure Federal cybersecurity resources are being utilized. While 
participation in the Election Infrastructure ISAC has improved since the 2016 elec-
tions, thousands of local election offices remain independent. Local election offices 
are not equipped to handle the cyber threats to their election infrastructure alone. 
It is imperative the Federal Government makes available its cybersecurity resources 
to every local election office. 

Election security has a history of bipartisan cooperation and support. Ensuring 
that our election process is uncompromised must remain a top priority for both sides 
of the aisle. I am confident that we can take the necessary reasonable steps to con-
tinually improve our election systems. 

I thank the witnesses for providing the committee with their testimony and I look 
forward to hearing their ideas on how we can further improve the security of our 
election systems. 

I want to thank Chairman Richmond for calling this important hearing and I 
yield back. 

Mr. THOMPSON [presiding]. Thank you very much. The Chair rec-
ognizes himself for 5 minutes for an opening statement. 

Good afternoon to our panel of witnesses. Thank you very much 
for being here. 

Since 2016 officials throughout the intelligence community have 
described in disturbing detail the many ways the Russian govern-
ment sought to meddle in our elections. For the 3 years that fol-
lowed, heads of the Department of Homeland Security, the Federal 
Bureau of Investigation, the Central Intelligence Agency, and the 
National Security Agency, among others, have warned that the 
Russian government will continue its efforts to sow discord and un-
dermine confidence in our democracy. 
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More disturbing yet, Russia is not alone. According to the 2019 
World-wide Threat Assessment, other adversaries, including China 
and Iran, will pursue opportunities to interfere in our elections. 
The intelligence community assesses that adversaries could exploit 
cyber means to target election infrastructure or engage in targeted 
influence campaigns to manipulate public opinion. 

We also know that our adversaries will target political cam-
paigns because they have done so in the past. Adversaries have 
hardly kept their desire to undermine the integrity of our elections 
a secret. 

As Members of Congress, we have a duty to act. Today we are 
less than 1 year away from the 2020 Presidential election. The 
question everyone on this dais must ask themselves, is have we 
done enough to secure the 2020 elections from our adversaries? 

Despite multiple efforts led by the House of Representatives, 
Congress has yet to send a single piece of comprehensive election 
security legislation to the President’s desk. Instead, good pieces of 
legislation to provide additional resources to State and local elec-
tions officials and limit foreign interference have stalled in the Sen-
ate. 

Moreover, despite multiple requests, the White House has failed 
to identify an official to coordinate the election security activities 
at various Federal agencies. In the mean time, with just a handful 
of legislative days left this year, and only a limited amount of time 
for legislative action next year, I will be interested to learn from 
our witnesses how they recommend Congress use that time to im-
prove election security in advance of the 2020 elections. 

Importantly, I am interested to know how academics and private 
sector can work with State and local election officials and cam-
paigns to improve election security in the absence of Congressional 
action. The election security problems we face are shared, and we 
have a shared responsibility to solve them. 

State and local election authorities, with help from the Federal 
Government, must invest in IT departments, train their employees, 
and upgrade and certify their election equipment. 

The private sector, including voting system vendors, must take 
responsibility to secure their equipment, make it user-friendly, and 
demonstrate a willingness to admit weakness in their systems 
when examined by third-party cyber professionals. 

Political campaigns must step up, too. They must implement ro-
bust cybersecurity policies to deprive our adversaries of information 
that can be twisted into a divisive narrative and serve as an extra 
check on disinformation. 

Finally, the American public must also be vigilant and scrutinize 
the information presented to them carefully. 

Before I close, I would also like to note that November is Critical 
Infrastructure Security and Resilience Month. I can think of no 
better way to observe it than to assess our preparedness for the 
2020 Presidential elections. 

I also thank Chairman Richmond for his steadfast leadership on 
election security, and I look forward to the hearing and witnesses’ 
testimony today. 

[The statement of Chairman Thompson follows:] 
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STATEMENT OF CHAIRMAN BENNIE G. THOMPSON 

NOVEMBER 19, 2019 

I’d like to thank Chairman Richmond for calling today’s hearing on election secu-
rity. Since 2016, officials throughout the intelligence community have described in 
disturbing detail the many ways the Russian government sought to meddle in our 
elections. For the 3 years that followed, heads of the Department of Homeland Secu-
rity, the Federal Bureau of Investigation, the Central Intelligence Agency, and the 
National Security Agency, among others, have warned that the Russian government 
will continue its efforts to sow discord and undermine confidence in our democracy. 
More disturbing yet, Russia is not alone. According to the 2019 Worldwide Threat 
Assessment, other adversaries, including China and Iran, will pursue opportunities 
to interfere in our elections. The intelligence community assesses that adversaries 
could exploit cyber means to target election infrastructure or engage in targeted in-
fluence campaigns to manipulate public opinion. We also know that our adversaries 
will target political campaigns because they have done so in the past. Our adver-
saries have hardly kept their desire to undermine the integrity of our elections a 
secret. As Members of Congress, we have a duty to act. 

Today, we are less than 1 year away from the 2020 Presidential election. The 
question everyone on this dais must ask themselves is: ‘‘Have we done enough to 
secure the 2020 elections from our adversaries?’’ Despite multiple efforts led by the 
House of Representatives, Congress has yet to send a single piece of comprehensive 
election security legislation to the President’s desk. Instead, good pieces of legisla-
tion to provide additional resources to State and local election officials and limit for-
eign interference have stalled in the Senate. Moreover, despite multiple requests, 
the White House has failed to identify an official to coordinate the election security 
activities at various Federal agencies. In the mean time, we have just a handful of 
legislative days left this year, and only a limited amount of time for legislative ac-
tion next year. I will be interested to learn from our witnesses how they recommend 
Congress use that time to improve election security in advance of the 2020 elections. 

Importantly, I will be interested to know how academics and the private sector 
can work with State and local elections officials and campaigns to improve election 
security in the absence of Congressional action. The election security problems we 
face are shared, and we have a shared responsibility to solve them. State and local 
election authorities—with help from the Federal Government—must invest in IT de-
partments, train their employees, and upgrade and certify their election equipment. 
The private sector, including voting system vendors, must take responsibility to se-
cure their equipment, make it user-friendly, and demonstrate a willingness to admit 
weaknesses in their systems when examined by third-party cybersecurity profes-
sionals. Political campaigns must step up, too. They must implement robust cyberse-
curity policies to deprive our adversaries of information that can be twisted into a 
divisive narrative and serve as an extra check on disinformation. 

Finally, the American public must also be vigilant, and scrutinize the information 
presented to them carefully. Before I close, I would also like to note that November 
is Critical Infrastructure Security and Resilience Month. I can think of no better 
way to observe it than to assess our preparedness for the 2020 Presidential elec-
tions. 

Chairman THOMPSON. Other Members of the subcommittee are 
reminded that, under committee rules, opening statements will be 
submitted for the record. 

[The statement of Honorable Jackson Lee follows:] 

STATEMENT OF HONORABLE SHEILA JACKSON LEE 

Chairman Richmond and Ranking Member Katko, thank you for convening to-
day’s hearing on ‘‘The Road to 2020: Defending Against Election Interference.’’ 

I thank today’s witnesses: 
Panel I 

General Frank Taylor (Ret.-U.S. Air Force), former under secretary for intel-
ligence and analysis, U.S. Department of Homeland Security; executive director (pro 
tempore), US CyberDome; 

The Hon. Richard Stengel, former under secretary for public diplomacy and public 
affairs, U.S. State Department; 

Dr. Matt Blaze, McDevitt chair of computer science and law, Georgetown Univer-
sity; and 
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Ms. Ginny Badanes, director, Strategic Projects, Defending Democracy Program, 
Microsoft (Minority Witness). 

I thank each of today’s witnesses for bringing their expert view on state of elec-
tion security as the 2020 elections approach. 

The efforts to ensure that every eligible person can register to vote, and cast a 
vote in a public election have spanned generations. 

I have been persistent in my efforts to protect the rights of disenfranchised com-
munities in my district of inner-city Houston and across the Nation. 

Throughout my tenure in Congress, I have cosponsored dozens of bills, amend-
ments, and resolutions seeking to improve voters’ rights at all stages and levels of 
the election process. 

This includes legislation aimed at: 
1. Increasing voter outreach and turnout; 
2. Ensuring both early and same-day registration; 
3. Standardizing physical and language accessibility at polling places; 
4. Expanding early voting periods; 
5. Decreasing voter wait times; 
6. Guaranteeing absentee ballots, especially for displaced citizens; 
7. Modernizing voting technologies and strengthening our voter record systems; 
8. Establishing the Federal Election Day as a National holiday; and 
9. Condemning and criminalizing deceptive practices, voter intimidation, and 
other suppression tactics; 

Along with many of my colleagues in the CBC, I was an original cosponsor of H.R. 
9, the Fannie Lou Hamer, Rosa Parks, and Coretta Scott King Voting Rights Act 
Reauthorization and Amendments Act, which became public law on July 27, 2006. 

I also authored H.R. 745 in the 110th Congress, which added the legendary Bar-
bara Jordan to the list of civil rights trailblazers whose names honor the Voting 
Rights Act Reauthorization and Amendments Act. 

This bill strengthened the original Voting Rights Act by replacing Federal voting 
examiners with Federal voting observers—a significant distinction that made it 
easier to safeguard against racially-biased voter suppression tactics. 

In the 114th Congress, I introduced H.R. 75, the Coretta Scott King Mid-Decade 
Redistricting Prohibition Act of 2015, which would prohibit States whose Congres-
sional districts have been redistricted after a decennial census from redrawing their 
district lines until the next census. 

The voting rights struggles of the 20th Century are now joined by voting rights 
threats posed by the 21st Century. 

Russia an adversary of the United States engaged in repeated attempts to inter-
fere in the 2016 Presidential election, which prompted an unprecedented all-of-Gov-
ernment effort to alert local and State election administrators to be aware of the 
threat. 

Russia targeted our Presidential election according to the report, ‘‘Background to 
Assessing Russian Activities and Intentions in Recent U.S. Elections: The Analytic 
Process and Cyber Incident Attribution,’’ provided by the Office of the Director of 
National Intelligence’s National Intelligence Council. 

Russia used every cyber espionage tool available to influence the outcome of the 
Presidential election by using a multifaceted campaign that included theft of data; 
strategically-timed release of stolen information; production of fake news; and ma-
nipulation of facts to avoid blame. 

The Russian General Staff Main Intelligence Directorate (GRU) is suspected by 
our intelligence agencies of having begun cyber operations targeting the United 
States election as early as March 2016. 

They took on the persona of ‘‘Guccifer 2.0,’’ ‘‘DCLeaks.com,’’ and Wikileaks as the 
identities that would be reported as having involvement in the work they had under 
taken to undermine our Nation’s Presidential election. 

Russia is blamed for breaching 21 local and State election systems, which they 
studied extensively. 

In February 2018, special counsel Robert Mueller released indictments of 13 Rus-
sians, at least one of whom has direct ties to Russian President Vladimir Putin. 

The 37-page indictment details the actions taken to interfere with the U.S. polit-
ical system, including the 2016 US. Presidential election. 

Among the charges, which include charges for obstruction of justice, are several 
especially notable details. 

The indictment states that 13 defendants posed as U.S. persons and created false 
U.S. personas and operated social media pages and groups designed to attract U.S. 
audiences. 
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The Russians are not deterred by these indictments and are poised to interfere 
in the 2020 election. 

Russian interference in the 2016 election was a ‘‘calculated and brazen assault’’ 
on our democracy. 

In September 2019, Acting Director of National Intelligence Joseph Maguire told 
Congress that ‘‘the greatest challenge that we do have is to make sure that we 
maintain the integrity of our election system. 

‘‘We know right now that there are foreign powers, not just Russia, that are try-
ing to get us to question the validity on whether or not . . . our elections are 
valid.’’ 

Last month, a senior CISA official renewed the agency’s warnings about threats 
to the 2020 elections. 

Unfortunately, these warnings are being met with no response from current Presi-
dent and those who support him. 

The current matter under consideration by the House Intelligence Committee al-
leges that the current President sought the assistance of a foreign leader to meddle 
in the 2020 election. 

The committee must prepare the Nation to address the pending Russia threat to 
our Nation’s election system, while also preparing to defend against threats to our 
election system posed by other nations. 

The United States has enemies in other corners of the globe who would not hesi-
tate to attack our election system if given the chance. 

These foreign adversaries do not share our commitment to democracy, liberty, and 
human rights, or the precious freedoms we hold dear. 

On January 6, 2017, Homeland Security Secretary Johnson, as one of his last offi-
cial acts under the Obama administration, designated election systems as critical in-
frastructure, and created a new subsector under the existing Government Facilities 
Sector designation. 

On January 29, 2019, the director of national intelligence testified before the Sen-
ate Select Committee on Intelligence that our adversaries ‘‘probably already are 
looking to the 2020 U.S. elections as an opportunity to advance their interests. 

The House Committee on Homeland Security has the responsibility of providing 
for the cybersecurity of Federal civilian agencies as well as the security of the Na-
tion’s 16 critical infrastructure sectors from cyber and other threats. 

The Election Infrastructure Subsector covers a wide range of physical and elec-
tronic assets such as storage facilities, polling places, and centralized vote tabula-
tion locations used to support the election process, and information and communica-
tions technology to include voter registration databases, voting machines, and other 
systems to manage the election process and report and display results on behalf of 
State and local governments. 

The work to secure our Nation’s election system from cyber threats is on-going, 
which is why this hearing is relevant. 

The U.S. Department of Homeland Security’s (DHS) mission in cybersecurity and 
infrastructure protection is focused on enhancing greater collaboration on cybersecu-
rity across the 16 critical infrastructure sectors and the sharing of cyber threat in-
formation between the private sector and Federal, State, and local partners. 

This committee will work hand-and-glove with the House Judiciary and House 
Administration Committees as well as the Senate Committees to ensure that the 
tools applied to the current threat to our elections is effectively and adequately ad-
dressed. 

We know the threats that computing devices and systems face, which are almost 
too numerous to count: 

• Internet of things-enabled devices; 
• Ransom-ware; 
• Mal-ware; 
• Denial of Service Attacks; 
• Distributed-Denial-of-Service Attacks; 
• Pharming; 
• Phishing; 
• Data Theft; 
• Data Breaches; 
• SQL Injection; 
• Man-in-the-middle attack. 
This hyper cyber-threat environment poses risks to election systems because of 

the nature of Federal elections. 
Elections are date- and time-sensitive, which means any disruption or interrup-

tion can have catastrophic implications. 
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During the 2016 election we learned of new threats from cyber space that go far 
beyond any that would have been considered in previous elections. 

This Congress is poised to do the hard work of delving into the issue of Russian 
involvement in our National election and providing solutions. 

The work today must focus on election recovery should a serious cyber incident 
occur during an election. 

Vulnerabilities of computing systems are not limited to intentional attacks, but 
can include acts of nature, human error, or technology failing to perform as in-
tended. 

I am particularly concerned that so many jurisdictions rely on electronic poll 
books, to check-in voters before issuing them ballots, with no paper backups. 

Finally, the use of untrustworthy paperless electronic voting machines without 
enough paper ballot options will come to an end when H.R. 1 becomes law. 

The right and better approach to election cybersecurity is to be prepared and not 
need options for voters to cast ballots should voting systems fail, rather than being 
unprepared and needing options for voters to cast ballots during an election that 
are not available. 

We must be steadfast in our resolve to have a strong shield to defend civilian and 
critical infrastructure networks for all threats foreign and domestic. 

I look forward to the testimony of today’s witnesses. 
Thank you. 

Chairman THOMPSON. I welcome our panel of witnesses. First, I 
am pleased to welcome back General Frank Taylor, United States 
Air Force, retired. He is a former under secretary for intelligence 
and analysis, and—at the Department of Homeland Security, and 
a board member of the U.S. CyberDome, a non-profit organization 
which provides cybersecurity at no cost to political parties, elected 
officials, and candidates across party lines. 

Next, we have Mr. Richard Stengel. He is a former under sec-
retary of state for public diplomacy and public affairs, where he 
created and oversaw the Global Engagement Center. 

Next, we have Dr. Matt Blaze. He holds the McDevitt chair of 
computer science and law at Georgetown University. He works— 
his work focuses on technology, encryption, and, most importantly, 
election security. 

Finally, we have this Ms. Ginny Badanes. Close? OK. She is the 
director of strategic projects at Microsoft’s Defending Democracy 
Program, where she leads a team that works with political cam-
paigns to protect against hacking and defend against 
disinformation campaigns. 

Without objection, the witnesses’ full statements will be inserted 
in the record. 

I now ask each witness to summarize his or her statement for 
5 minutes, beginning with General Taylor. 

STATEMENT OF FRANCIS X. TAYLOR, GENERAL, U.S. AIR 
FORCE, RETIRED, FORMER UNDER SECRETARY FOR INTEL-
LIGENCE AND ANALYSIS, U.S. DEPARTMENT OF HOMELAND 
SECURITY, BOARD MEMBER, US CYBERDOME 

General TAYLOR. Thank you, Chairman Thompson, Ranking 
Member Katko. It is a pleasure to appear before this committee, 
this time as the acting executive director of US CyberDome, a non- 
profit organization dedicated to helping to secure Federal cam-
paigns against undue influence. Thank you for the opportunity to 
appear and to discuss defending our election infrastructure. 

You—both you, Chairman Thompson, and Mr. Katko—have out-
lined what the threat was from 2016. That threat continues to 
manifest itself, so I will not speak further to that. 
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But as the executive director of US CyberDome, I have talked 
with many other organizations who are helping campaigns with cy-
bersecurity and to protect against disinformation. I have been en-
gaged with personnel in the National party committees, the Fed-
eral campaign committees, as well as personnel who have worked 
for these types of committees in the recent past. The observations 
of this testimony come from those dialogs, my professional experi-
ence, and the experiences of US CyberDome founders and advisors. 

US CyberDome is a 501(c)(4) non-profit organization. Our objec-
tive is to ensure the integrity of elections and confidence in their 
outcomes. We operate in full alignment with the Federal Election 
Commission Advisory Opinion 201(a)–12, to fund qualified vendors 
using US CyberDome donations. Initial US CyberDome activities 
have focused on the 2020 U.S. Presidential and Senatorial cam-
paigns, but over time will apply to other campaigns. 

We broker no-cost cybersecurity and disinformation protection 
services from qualified vendors to Federal campaign committees, 
National party committees, think tanks, and non-Governmental or-
ganizations. Using this cybersecurity framework as a measure of 
comprehensive cyber risk management, we have identified services 
for a multi-phase improvement initiative. 

Perhaps not every campaign will need every service. However, 
our objective is to increase the overall level of protection across the 
campaign infrastructure, both within campaigns and in the Na-
tional parties and services they depend on, envision services—ones 
that have a high probability of success within the campaigns, offer 
low disruption—and will offer low disruption to campaign workers, 
and offer the highest impact, and address the most urgent threats. 

Our intent is to start with detection and response services, to in-
clude impostor website monitoring, social media, and dark web 
monitoring. These services are allowed per current Federal Election 
Commission advisory opinions. These services will hold the line. 
These services will hold a line against malicious actors. In later 
phases of our initiative we intend to broker more proactive and 
protective services, such as perimeter security management, dis-
tributed denial of service, and ransomware mitigation services. 
These will be enabled by an FEC opinion request that we are now 
staffing. 

US CyberDome is comprised of cybersecurity experts who have 
trained and practiced the world’s—at the world’s largest accredited 
computer forensic and incident response institute in the world, the 
Defense Cyber Crime Center, which I am proud to also say I start-
ed in 1997, as the commander of OSI, and it continues to grow. 

A special note: US CyberDome believes our role is to help ensure 
U.S. political discourse is free from foreign influence, but not par-
ticipate in or affect that discourse. 

Just a couple of observations about campaigns. Our assessment 
is campaigns are underprepared. Their focus is on getting their 
candidate elected, and the investment that is required to protect 
against the more sophisticated threats that the campaigns and our 
election infrastructure face are much more expensive than cam-
paigns can afford. Our focus is to provide the campaigns with free- 
of-charge services to protect themselves as they pursue the election 
process. 
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With that, Mr. Chairman, I will yield my time. 
[The prepared statement of General Taylor follows:] 

PREPARED STATEMENT OF FRANCIS X. TAYLOR 

NOVEMBER 19, 2019 

INTRODUCTION 

Chairman Richmond, Ranking Member Katko, and Members of the subcommittee, 
I am Frank Taylor, the executive director of US CyberDome, a non-profit dedicated 
to securing Federal campaigns against undue influence. Thank you for the oppor-
tunity to appear before you today to discuss defending against election interference. 

US CYBERDOME’S ROLE IN DEFENDING AGAINST ELECTION INTERFERENCE 

US CyberDome is a 501(c)(4) non-profit organization. Our objective is to ensure 
the integrity of elections and confidence in their outcomes. We broker no-cost cyber-
security and disinformation detection services from qualified vendors to Federal 
campaign committees, National party committees, think tanks, and non-govern-
mental organizations. Initial US CyberDome activities are focused on the 2020 U.S. 
Presidential and Senatorial campaigns, and will apply to other campaigns over time. 
We operate in full alignment with the Federal Election Commission’s Advisory 
Opinion 2018–12 to fund qualified vendors using US CyberDome donations. 

US CyberDome is comprised of cybersecurity experts who have trained and prac-
ticed at the world’s largest accredited computer forensics and incident response in-
stitute in the world, the Defense Cyber Crime Center, as well as the U.S. Depart-
ment of Defense and National Institute of Standards and Technology. The team was 
formed by a group of cybersecurity experts who became alarmed by increasing cyber 
threats and the lack of protection for campaigns and voters. They formed the non- 
profit organization to absorb the extraordinary cost of providing cyber protection to 
campaigns by working with donors and charitable foundations. 

Of special note, US CyberDome believes our role is to help ensure U.S. political 
discourse is free of foreign interference, but not to participate in or affect that dis-
course. For that reason, we are non-partisan in our approach. Our Board of Advisors 
represents a variety of political parties and beliefs to ensure we are guided in a bal-
anced way. Additionally, our services are designed to be delivered fairly and equi-
tably, regardless of political party or beliefs. 

POLITICAL CAMPAIGNS IN 2019 

Our freedom of speech and democracy are under attack by increasingly sophisti-
cated and ever-evolving threats to the election process, including purposeful attacks 
and exploits from foreign governments, terrorists, organized crime, foreign corporate 
spies, and others. 

The 2016 U.S. Presidential elections demonstrated that cyber attacks and 
disinformation can be used to manipulate the U.S. election. As set forth in the Bob 
Mueller’s Report on the Investigation into Russian Interference in the 2016 Presi-
dential Election, ‘‘the Russian government interfered in the 2016 Presidential elec-
tion in sweeping and systematic fashion.’’ They did so principally through 2 oper-
ations. First, a Russian entity conducted a sophisticated social media campaign, and 
second, a Russian intelligence service conducted computer-intrusion operations 
against campaign entities, employees, and volunteers, and then released stolen doc-
uments. Successful and public foreign interference in 2016 increased the likelihood 
that other nations will seek to influence in 2020 and beyond. 

Other factors will very likely increase interference in the U.S. 2020 Presidential 
election. For instance, as the United States increases trade pressures around the 
world, cyber attacks from affected nations have increased. These, and potentially 
other factors, will likely lead to increased attacks on 2020 U.S. Presidential cam-
paigns, and Federal campaigns in general. 

In summary, I offer the affirmation of one US CyberDome Advisor, former Sec-
retary of the U.S. Department of Homeland Security, Michael Chertoff. ‘‘Malign for-
eign actors continue their efforts to attack our democracy, including through the on- 
line penetration and disruption of our candidate and campaign organizations.’’ 

Even more insidious, some nation-states are busy gathering information about 
U.S. Presidential candidates, Senators, and Representatives, that may be used at 
a moment in time that is advantageous to that nation in the future; potentially far 
beyond 2020. 
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Not even the Government can guarantee a 100 percent success rate against every 
attack or exploit from malicious nations or nation-states. However, we can greatly 
increase success rates through diligence in detecting adversary activity, and expedi-
ency in responding to and reporting that activity. 

As executive director for US CyberDome, I have talked with many other organiza-
tions who are helping campaigns with cybersecurity and disinformation. Organiza-
tions such as Microsoft and Area 1 Security who have received positive Advisory 
Opinions from the FEC and are supporting campaigns. Organizations such as the 
DigiDems who offer on-site technical personnel to campaigns and currently have 
over 80 personnel embedded in those campaigns. I have been engaged with per-
sonnel in National party committees and Federal campaign committees, as well as 
personnel who have worked for those types of committees in the recent past. The 
observations of this testimony come from those dialogs, my professional experiences, 
and the experiences of the US CyberDome founders and Advisors. 

OBSERVATIONS ABOUT CAMPAIGNS 

Campaigns are under-prepared.—They are not adequately resourced to defend 
against many expert, persistent, and well-funded threat actors such as nation- 
states. Most campaigns do not have enough technical expertise or historical experi-
ence against the myriad threats they face. Simply put, if they have not previously 
detected and responded to sophisticated threat actors, they will not be able to. Even 
campaigns with a very knowledgeable cybersecurity professional on-staff are hin-
dered. One person cannot hold off the Korean People’s Army or the Armed Forces 
of the Islamic Republic of Iran. 

There are very few workplaces in the United States where campaigns can find 
someone with past experience defending against a wide variety of nation-state cyber 
attacks or disinformation. The intelligence community and Department of Defense 
have groups of such individuals. Also, the Defense Cyber Crime Center, an organiza-
tion I commissioned while serving as the commander of the Air Force Office of Spe-
cial Investigations also employs and trains some of these cyber specialists. Without 
this type of field-tested past experience, even well-skilled information technologists 
and cybersecurity professionals are ill-prepared to detect and respond to nation- 
state actors. Again, if they have not previously detected and responded to sophisti-
cated threat actors, they likely will be unable to successfully do so. 

Additionally, U.S. political campaigns are unlike any corporate or Government en-
tity. They are essentially start-ups that can endure for weeks or years. The short 
tenure of personnel—both volunteers and employees—diminishes the effect of cyber-
security measures used successfully in corporate America. For instance, anti- 
phishing training has been demonstrated to reduce the effectiveness of phishing at-
tacks in corporate America. Campaigns have less long-term effect from similar 
training, because their personnel are relatively short-tenure. 

Campaigns are isolated.—Our democracy is rooted in the separation of powers— 
Executive, Legislative, Judicial. Our election process is a key component that must 
be independent. This very independence tends to isolate the election community 
from some of the core National security apparatus that it needs to protect it. 

The United States Government has the best intelligence, law enforcement, Na-
tional security, and cybersecurity capabilities in the world, but conditions isolate 
campaigns from U.S. Federal Government resources. 

Campaign personnel may be concerned about the interests of for-profit organiza-
tions. Specifically, campaigns wonder how they can trust the advice of an organiza-
tion that stands to profit on that advice. In particular, product vendors following 
common sales practice only represent their own products. This can inadvertently 
lead campaigns to a less-than-comprehensive cybersecurity solutions. 

Campaigns focus.—Their singular focus is to get elected. Any effort not directly 
in support of getting elected, is not funded or underfunded. For election campaigns, 
every dollar spent on services like cybersecurity is a dollar that is not being spent 
on their core mission. Even proactive candidates may think twice about spending 
effort and money on cybersecurity, for fear this diversion of resources will result in 
less votes than their competitors. This results in a lack of incentive for campaigns 
to address cybersecurity more fully, despite the imminent threat. 

Last mile cybersecurity.—In addition to the above campaign observations, I offer 
a technical one. We still struggle with the ‘‘last mile’’ of cybersecurity within our 
communities—getting actionable security intelligence in the hands of those who 
need to defend themselves. There are at least two aggravating circumstances. First, 
the classification level of threat information slows down the flow of actionable threat 
intelligence. Second, threat information is mainly conveyed in formats that cannot 
be automatically processed by computers. In cyber space, the pace of engagement 
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is extremely fast. It far outpaces the rate of de-classification and re-formatting 
threat intelligence. We are fighting an asymmetrical war on the cyber front, and we 
must adjust. 

WHAT CAN WE DO 

Capitalize on the non-profit model.—Non-profit organizations are uniquely posi-
tioned and scoped to support campaigns. Specifically, non-profits avoid misgivings 
campaigns may have about utilizing Federal Government and for-profit resources di-
rectly. When non-profits engage campaigns, it reduces risks they may face, and we 
all face, if those campaigns are isolated. Non-profits are not a part of the Executive 
branch of Government, therefore they are not affiliated with a competing candidate. 
Non-profits less prone to the financial conflicts of interest faced by a for-profit. At 
the same time, non-profits can still play an integral role in brokering the resources 
of the Federal Government and for-profit organizations. For instance, non-profits 
may offer an indirect way to disseminate cyber threat information (and do so in for-
mats that can be immediately utilized by campaigns). For all of these reasons, I be-
lieve non-profit organizations are well-suited to support political committees and 
campaigns with on-going and proactive measures. 

Specify minimum standards for campaign cybersecurity.—Campaigns may have 
greater incentive to spend effort and funds on cyber protections if they know their 
competitors are obligated to the same expenditures. 

Here is a similar circumstance from recent history. In the past, US CyberDome 
personnel helped create the DoD-Defense Collaborative Information Sharing Envi-
ronment (DCISE). The DCISE stemmed from the Comprehensive National Cyberse-
curity Initiative to be one of the first successful examples of ‘‘need to share’’ in 
America. The DCISE used specific methodologies and techniques to anonymously 
share intelligence and law enforcement information with the defense industrial base 
(DIB), and share that information with the Federal Government. In the DIB, there 
existed similar competitive pressures about the effort and time spent on participa-
tion in DCISE. Ultimately, the Defense Federal Acquisition Regulation incorporated 
requirements for DIB organizations to participate in the DCISE, thus ‘‘leveling the 
playing field’’ for all DIB organizations to participate. This propelled the DCISE to 
a well-utilized and effective solution for threat information sharing in the DIB. 
Similar requirements for Federal campaign committees would likely prove useful. 

Focus on key technical challenges.—Congress should consider mandating that all 
U.S. Government threat intelligence be disseminated in computer-readable formats, 
in addition to prose. This simple requirement would go a long way to ensuring that 
action can be taken swiftly once threat intelligence information is received. I do not 
espouse a specific format. I would leave that up to the experts. Expressing all threat 
information in computer-readable formats will be a big step forward. 

Challenges like de-classification are more complex to solve. Over-classification is 
something that intelligence organizations should evaluate for themselves. In other 
words, is it possible that certain aspects of the threat information never needed to 
be Classified to begin with? Accelerating de-classification should also be considered. 
We are living in an age where machine learning is broadly applied, and artificial 
intelligence is starting to be well-understood. These technologies hold significant 
promise to automate large portions of the de-classification process. 

CONCLUSION 

US CyberDome is defending against election interference by working with Federal 
campaign committees, National party committees, think tanks, and non-Govern-
mental organizations. Our status as a non-profit affords us unique insights and op-
portunities to help the community. Thank you for the opportunity to testify. I am 
happy to answer any questions you may have. 

Chairman THOMPSON. General Taylor, let me thank you for your 
testimony. I now recognize Mr. Stengel for his opening statement. 

STATEMENT OF RICHARD STENGEL, FORMER UNDER SEC-
RETARY OF STATE FOR PUBLIC DIPLOMACY AND PUBLIC 
AFFAIRS, U.S. STATE DEPARTMENT 

Mr. STENGEL. Thank you, Mr. Chairman. I said thank you, Mr. 
Chairman. I feel very comfortable here today, because I spent so 
much time sitting next to General Taylor in Government. 
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So the consent of the governed, that is the basis of our democ-
racy. If that consent is acquired through deception, the powers de-
rived from it are not just. That is why disinformation is so dan-
gerous to our democracy. Disinformation is deliberately false infor-
mation designed to deceive or mislead. Misinformation is simply 
false information, whether deliberate or not. Disinformation is the 
much greater threat, because it is on the rise around the world and 
at home, particularly here at home. 

Disinformation is asymmetric warfare. You might not be able to 
afford an F–35, but you can certainly hire some people with laptops 
who act as trolls. Yet it is often a weapon used by the strong 
against the weak, because authoritarian leaders have understood 
that they can repress free speech at home and spew disinformation 
on state media. 

It is difficult to fight, because it is hidden in plain sight. It uses 
all the same principles of behavioral economics and the tools of the 
big social media companies to find a targeted audience. It is as old 
as humanity, but social media has made it exponentially easier to 
create, deliver, and instantly find large audiences. 

I spent 3 years at the State Department, attempting to combat 
ISIS propaganda and Russian disinformation. In fact, we started 
the first counter-Russian group at the State Department, which 
eventually became the Global Engagement Center. I came to the 
State Department after 7 years as the editor of Time, where I un-
derstood media. What I found was that fighting ISIS was a lot 
more direct than fighting the Russians. ISIS at least said who they 
were. The Russians masqueraded as Americans to insert their poi-
son into our digital bloodstream. We saw from the State Depart-
ment the first wave of Russian disinformation around Putin’s ille-
gal invasion of Ukraine in 2014. Then the Russians took what they 
learned in the periphery and brought it here to our election in 
2016. 

But in attempting to counter Russian disinformation, I came to 
the conclusion that Government wasn’t the answer. I saw that 
countering disinformation was often counter-productive. After all, 
we were the enemy. A tweet from the under secretary of state to 
someone was not going to change their mind. 

Democracies aren’t actually very good at combating 
disinformation. Why is that? In part, because our opponents use 
our freedoms against us. They exploit freedom of speech to create 
false speech, which is protected by the First Amendment. They use 
the same tools of microtargeting that advertisers use to sell us 
sneakers and phones, to sell us false narratives and conspiracy 
theories. 

The truth is disinformation doesn’t so much create division as 
amplify it. Even though I don’t think Government has a direct role 
in countering disinformation through creating content or taking it 
down, I do think Government has a clear role in creating resilience 
to disinformation. 

First, Congress can impose stricter regulations on the platforms 
that host all of this disinformation. Right now the law, the Commu-
nications and Decency Act, doesn’t treat them as publishers, and 
they have complete immunity from liability for all this content on 
their platforms. 

VerDate Mar 15 2010 17:12 May 20, 2020 Jkt 000000 PO 00000 Frm 00019 Fmt 6633 Sfmt 6602 H:\116TH\19CI1119\FINAL\19CI1119 HEATH



16 

Take it from me. Not only are these companies publishers, they 
are the biggest publishers in the history of the world. To be sure, 
they can’t have the same liability that I had when I was editor of 
Time. But they need to have some more liability for content that 
is on their platforms that is demonstrably false, that is created by 
robots, that attacks people on the basis of race, religion, ethnicity, 
gender, or sexual orientation, that is created by foreign actors to 
deceive American voters. They need to be much more accountable 
for making a good-faith effort to remove that content. 

So as 2020 approaches, we see a host of new problems, deep 
fakes, data manipulation, where they—bad actors don’t just steal 
data but manipulate it. The professionalization of interference, 
where private companies teach people how to do disinformation for 
profit, and the rise of home-grown disinformation and the recruit-
ment of Americans as witting or unwitting agents of 
disinformation. 

I actually think the platform companies need to embrace is what 
I call the five Ds of combating disinformation: Detection, demotion, 
deletion, disclosure, and digital literacy. They not only need to re-
move foreign influence; they need to publicize it. 

I do think the one entity in Government that I mentioned before, 
the Global Engagement Center, which was created to combat global 
disinformation, can help with this election, too. I would urge the 
passing of the Honest Ads Act, which would bring a lot more trans-
parency in political advertising. 

As I have often said, we don’t have a fake news problem, we have 
a media literacy problem. There was a poll this past week that 
showed that 47 percent of Americans say they find it difficult to 
evaluate whether the information they are getting is true. We need 
to teach deep media literacy and digital literacy in the schools. I 
can’t think of anyone better to pay for that than the platform com-
panies. 

Ultimately, the problem of disinformation is not so much that 
people will come to believe what is false. The greatest problem is 
that they will doubt what is true. 

I am honored to be here today, and I welcome your questions. 
Thank you very much. 

[The prepared statement of Mr. Stengel follows:] 

PREPARED STATEMENT OF RICHARD STENGEL 

NOVEMBER 19, 2019 

‘‘Governments are instituted among men,’’ the Declaration declares, ‘‘deriving 
their just powers from the consent of the governed.’’ In a democracy, how do we ob-
tain that consent? Through information, the Framers said, true information. The 
rise of disinformation is a threat to our democracy because it undermines our con-
sent. If that consent is acquired through deception and disinformation, the powers 
derived from it are not just. 

Disinformation is deliberately false information designed to deceive or mislead. 
Misinformation is simply false information that is not deliberate or designed to mis-
lead. Disinformation is the much greater threat and it is on the rise around the 
world and at home. In the realm of politics, it is the promulgation of false narratives 
to undermine democracy. 

Disinformation is asymmetric warfare: You might not be able to afford an F35, 
but you can always hire a few trolls with laptops. Yet it is often a weapon used 
by the strong against the weak: Authoritarian leaders have learned that they can 
repress free speech at home and spew disinformation on state media. That’s a dan-
gerous combination for the future of democracy. Disinformation is difficult to fight 
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because it is hidden in plain sight. It uses all the principles of behavioral econom-
ics—and the tools of the big social media companies—to find a targeted audience. 
Disinformation is as old as information, but social media has made it exponentially 
easier to create, deliver, and instantly find large and receptive audiences. 

My book Information Wars is the story of how we attempted to fight Russian and 
ISIS disinformation from the State Department during the last 3 years of the 
Obama administration. I went into Government after 7 years as the editor of TIME 
and I thought I understood media. ISIS was something new in terrorism: A non- 
state actor as adept at social media as barbaric killings. But ISIS’s digital jihadis 
did not pretend to be anyone else other than who they were—unlike the Russians, 
that is. The Russians adopted other identities and masqueraded as Americans to in-
sert their poison into our digital bloodstream. From the State Department, we first 
saw Russia create a wave of social media disinformation in the Russian periphery 
around Putin’s illegal invasion of Ukraine in 2014—and then the Russians took 
what they learned there and aimed it squarely at our election space in 2016. 

What also makes disinformation effective is that there is often a kernel of truth 
in it. What united ISIS and Russian disinformation was what I called the 
weaponization of grievance. ISIS weaponized the grievances of Sunni Muslims who 
felt left out by modernity and repressed by their rulers. Putin weaponized the griev-
ances of Russians who mourned the loss of the Soviet Union and never adapted to 
the modern world. If ISIS had a slogan, it was Make Islam Great Again. If Putin 
had a slogan, it would be Make Russia Great Again. They had their mantras long 
before we heard about making America great again. This global weaponization of 
grievance is the unified theory behind the rise of nationalism and right-wing 
strongmen across the globe. 

But the ultimate threat is here at home. It’s easier and more comfortable for us 
to see this problem as a threat from the outside, from foreign influence operations. 
And, indeed, they remain a grave National security threat. But the scale and range 
of domestic disinformation—created and spread by Americans to other Americans— 
dwarfs any foreign threat or troll factory. Our foreign adversaries seek to engage 
Americans and do so, but our home-grown disinformation overwhelms what our ad-
versaries produce. Our internal challenge is far greater and more dangerous than 
any external one. 

In attempting to counter Russian and ISIS disinformation I came to see that Gov-
ernment was not the answer. I saw that ‘‘countering’’ disinformation was often 
counter-productive. When we tried to create content ourselves, we very often played 
into our adversaries’ hands. After all, we were the enemy. It’s very hard for a tweet 
from the U.S. State Department to persuade someone of our point of view if we are 
seen as the cause of the problem. They see our efforts to rebut them as confirmation 
that they are right and that their strategy is working. 

Democracies just aren’t very good at combatting disinformation. Why is that? One 
reason is that our opponents not only use our freedoms against us, but our tech-
nology. They exploit freedom of speech to create dangerous and false speech, which 
is protected by the First Amendment. They utilize the same tools of micro-targeting 
that advertisers use to market sneakers and phones but they use them to sell us 
false narratives and conspiracy theories. Disinformation is hard to fight because it’s 
not just a supply problem, it’s a demand problem. People embrace it when it seems 
to confirm their beliefs. It’s a missile that hits its target because the target wel-
comes it. The truth is, disinformation doesn’t create divisions so much as widen 
them. 

At the end of last year, the initial Senate Select Committee on Intelligence report 
on Russian interference in the 2016 election said the Internet Research Agency in 
St. Petersburg had created more than 10 million tweets—of which 6 million were 
original—across 4,000 accounts; more than 100,000 Instagram posts; and more than 
50,000 Facebook posts. The second Senate Intelligence Committee report that came 
out last month reported that the Russians had done more since the election than 
they did before it. Now, as then, it’s a whole-of-Government effort which includes 
Russian intelligence services, conventional Russian media, and even the foreign 
ministry. The Russians are shrewd about using our own biases against us. In 2016, 
they sought out groups who were afraid of immigrants and Muslims and stoked 
their fears. They targeted African American voters and told them voting was a 
waste of time. After Twitter and Facebook removed many on-line assets attributed 
to Russia in 2017, the Russians returned with a more tailored focus to activist com-
munities who were susceptible to disinformation. With a focus on 2020, the Rus-
sians will again seek out cultural and social divisions and try to magnify them. As 
with 2016, they will often amplify both sides of divisive issues. Anything to create 
chaos and disunity and doubt about the integrity of our political process. 
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Even though I don’t think Government has much of a role in countering 
disinformation through creating content or taking it down, I do think there is a 
clear Government role in raising awareness and creating resilience to 
disinformation. Combatting disinformation is a cross-cutting issue that has implica-
tions for a wide range of different agencies and committees. First, I think Govern-
ment has a role in regulating the platforms that host disinformation. Currently, 
there is an alignment of economic interests between the disinformationists and the 
platforms: The social media companies make money when disinformation goes viral. 
Right now, the law doesn’t treat the platform companies as publishers and they 
have complete immunity from liability for the content on their platforms. Not only 
are these companies publishers, they are the biggest publishers in the history of the 
world. No, they don’t have human editors, but as a former editor I’m here to tell 
you that algorithms and content recommendation engines are editors—the fastest 
and most efficient editors in history. 

To be sure, these companies cannot have the same liability that I used to have 
as editor of TIME. But they need to have some liability for content that is on their 
platform that is demonstrably false, that is created by robots, that attacks others 
on the basis of race, religion, ethnicity, gender or sexual orientation, that is created 
by foreign actors to deceive American voters. They need to be legally accountable 
for making a good-faith effort to remove such content from their platforms. 

As the 2020 election approaches, there are a host of new problems: Deep fakes; 
data manipulation, where bad actors don’t steal data but manipulate it; the 
professionalization of interference, as private companies hire out their services to 
create disinformation; the rise of domestic disinformation and the recruiting of 
Americans as witting or unwitting agents of disinformation. 

Combatting these new efforts requires the detection and removal of foreign influ-
ence in our election, greater ad transparency, more accountability for the platform 
companies, and greater data protection. I would endorse the Senate Intelligence 
Committee’s recommendations for fighting disinformation, and in particular the 
timely sharing of information between the private and public sector of real-time 
threats. I believe the tech companies would welcome that too. I’d also recommend 
the Five D’s of combatting disinformation: Detection, demotion, deletion, disclosure, 
and digital literacy. The empowering of the Global Engagement Center, which was 
created at the end of 2016, to truly help fight all kinds of disinformation could be 
a vital effort of the Government. It is important to pass the Honest Ads Act, which 
would provide for more transparency in political advertising. All of this in addition 
to giving the content companies more liability for publishing proscribed content 
would help but not remedy the flood of disinformation. I’ve often said we don’t have 
a fake news problem, we have a media literacy problem. Media and digital literacy 
need to be taught and the schools, and I can’t think of a better source of that fund-
ing than the platform companies. We also need a privacy bill of rights that protects 
our information as part of a new digital social contract. The ownership of one’s per-
sonal information is an unalienable right. 

The disinformationists know that it’s far easier to create confusion rather than 
clarity, to confuse rather than persuade. They want people to see empirical facts as 
an elitist conspiracy. Citizens have trouble discerning fact from fiction and we need 
to teach media and digital literacy in the schools from an early age. In a new poll 
from this past week, 47 percent of Americans say they find it difficult to know 
whether the information they encounter is true. The public needs to see that coun-
tering disinformation is a civic duty for which we all are responsible. Ultimately, 
the problem of disinformation is not so much that people will come to believe what 
is false. The greatest problem is that they it will cause them to question what is 
true. 

Mr. RICHMOND [presiding]. Thank you. I will now recognize Dr. 
Blaze for 5 minutes to summarize his statement. 

STATEMENT OF MATT BLAZE, PH.D., MC DEVITT CHAIR OF 
COMPUTER SCIENCE AND LAW, GEORGETOWN UNIVERSITY 

Mr. BLAZE. Thank you, Chairman Thompson, Chairman Rich-
mond, and Ranking Member Katko for convening this hearing on 
the vitally important topic of securing American elections against 
foreign interference. 

I am here today as an academic and technologist who studies 
particularly election system security. As I know you are well 
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aware, the integrity of elections across the United States today de-
pends heavily on the integrity of the computers and software sys-
tems embedded across our election infrastructure. Complex soft-
ware lies at the heart of not just the vote-casting equipment used 
at polling places, but also the information systems used by local au-
thorities to manage everything from voter registration records, to 
the tallying and reporting of election results, to the dissemination 
of authoritative information to voters. 

Unfortunately, much of this information—much of this infra-
structure has proven dangerously vulnerable to tampering and at-
tack, in some cases in ways that can’t easily be detected or cor-
rected after the fact. These vulnerabilities create practical avenues 
for our adversaries to do everything from cause large-scale disrup-
tion on Election Day, disenfranchise large numbers of voters, create 
uncertainty as to the legitimate winners of election, or even to 
undetectably alter election outcomes. 

Now, for the purpose of our discussion, it is helpful to consider 
voting machines and election management infrastructure sepa-
rately. They have different properties and different mitigations. So 
let me begin with the voting equipment used at polling places first. 

To be blunt, it is a widely recognized and indisputable fact that 
every piece of computerized voting equipment used at polling 
places today can be easily compromised in ways that have the po-
tential to disrupt election operations, compromise the firmware and 
software in these devices, and alter vote tallies that get reported 
by county offices. Now, this is partly a consequence of poor design 
and implementation by equipment vendors, which is a notorious 
problem, but it is also ultimately a reflection of the nature of com-
plex software. 

It is simply beyond the state-of-the-art to build software systems 
that can reliably withstand a targeted attack by a determined ad-
versary in a high-stakes environment like voting. The 
vulnerabilities are real. They are serious and, absent a surprising 
breakthrough in technology and computer science, probably inevi-
table for quite some time to come. 

Now, fortunately, there is now also overwhelming consensus 
among experts who have studied this problem on how we can con-
duct reliable elections, despite the inherent unreliability of the un-
derlying hardware and software that we use to cast our votes. 

This requires 2 things, 2 properties of the equipment and proc-
esses. 

The first is that the voting technology must retain a paper record 
that reliably reflects the voter’s intended choices. Now, fortunately, 
equipment with this property already exists and is in use in many 
jurisdictions throughout the Nation. It has the added virtue of 
being relatively simple and inexpensive, compared to other alter-
native voting technologies that we use and have been using. I am 
referring here to paper ballots, preferably marked by hand, that 
are fed into optical scan ballot readers at the time that the vote 
is cast by the voter. 

Now, paper ballots alone are not sufficient to accomplish reliable 
elections in the face of tampering, since the software in ballot scan-
ners themselves all are vulnerable to tampering and to error. So 
there is a second requirement, and that is that the election be reli-
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ably audited to ensure that the software is reporting the correct 
outcome of each race. 

Now, there is a statistically rigorous technique recently invented 
called risk limiting audits that can accomplish this efficiently and 
quickly. But it must be done routinely after every election in order 
to provide meaningful assurance that election outcomes are correct. 

Unfortunately, here and now, only a handful of States currently 
conduct risk limiting audits, although it is encouraging that more 
and more States are experimenting with them. 

So the second technology at risk is the election management in-
frastructure that is used by local jurisdictions. While voting—vote 
casting equipment has justifiably gained a great deal of attention, 
there is more to this than just the voting machines. Each of the 
more than 5,000 local jurisdictions responsible for running elec-
tions has to maintain a number of critical information systems that 
are attractive targets for disruption by adversary. Most promi-
nently are the voter registration databases that determine who is 
allowed to vote on Election Day. 

Now, all of the 5,000 different local jurisdictions responsible for 
running these systems have different resources, practices, and reg-
ulations that govern them, but they have in common that they are 
targets of some of the world’s most sophisticated intelligence serv-
ices, and they are at the front line of our Nation’s defense against 
election disruption. 

There is no simple fix here, but—except the provisioning of sig-
nificant additional resources to protect these systems. We don’t ex-
pect the local sheriff to single-handedly defend against military 
ground invasions, and we should not expect county election IT 
managers to defend against cyber attacks by foreign intelligence 
agencies, yet that is what we effectively ask them to do. 

So thank you again for your attention to these important issues. 
[The prepared statement of Mr. Blaze follows:] 

PREPARED STATEMENT OF MATT BLAZE 1 

NOVEMBER 19, 2019 

INTRODUCTION 

Thank you for the opportunity to offer testimony on the important questions 
raised by the security of the technology used for elections in the United States. 

For more than 25 years, my research and scholarship has focused on security and 
privacy in computing and communications systems, especially as we rely on insecure 
platforms such as the internet for increasingly critical applications. My work has 
focused particularly on the intersection of this technology with public policy issues. 
For example, in 2007, I led several of the teams that evaluated the security of com-
puterized election systems from several vendors on behalf of the States of California 
and Ohio. 

I am currently the McDevitt chair of computer science and law at Georgetown 
University. From 2004 to 2018, I was a professor of computer and information 
science at the University of Pennsylvania. From 1992 to 2004, I was a research sci-
entist at AT&T Bell Laboratories. I hold a PhD in computer science from Princeton 
University, an MS in computer science from Columbia University, and a BS from 
the City University of New York. This testimony is not offered on behalf of any or-
ganization or agency. 
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2 https://www.nap.edu/catalog/25120/securing-the-vote-protecting-american-democracy. 
3 A typical election administration office is much like any modern enterprise, with local com-

puter networks tying together desktop computers, printers, servers, and internet access. This 
increasing connectivity served as a critical avenue in 2016 for what U.S. intelligence agencies 
have identified as attacks by Russian military intelligence. 

4 The precise nature of the systems used and how they interact with one another will vary 
somewhat depending on the vendors from which the systems were purchased and the practices 
of the local jurisdiction. 

In this testimony, I will give an overview of the security risks facing elections in 
the United States today, with emphasis on vulnerabilities inherent in electronic vot-
ing machines, as well as the exposure of our election infrastructure to disruption 
by National security adversaries. I have attempted, to the extent possible, to rep-
resent the current consensus of experts in the field, but space and time constraints 
limit my ability to be comprehensive or complete. An especially valuable resource, 
with comprehensive discussion and recommendations. is the recent National Acad-
emies ‘‘Securing the Vote’’ consensus study report.2 

I offer 3 specific recommendations: 
• Paperless (‘‘DRE’’) voting machines should be phased out from U.S. elections im-

mediately, and urgently replaced with precinct-counted optical scan ballots that 
leave a direct artifact of voters’ choices. 

• Statistically rigorous ‘‘risk-limiting audits’’ should be routinely conducted after 
every election, in every jurisdiction, to detect and correct software failures and 
attacks. 

• State and local voting officials should receive access to significant additional re-
sources, infrastructure, and training to help them protect their election manage-
ment IT systems against increasingly sophisticated adversaries. 

I. ELECTIONS AND SOFTWARE SECURITY 

A consequence of our Federalist system is that U.S. elections are in practice high-
ly decentralized, with each State responsible for setting its own standards and pro-
cedures for registering voters, casting ballots, and counting votes. The Federal Gov-
ernment has set only broad standards for such issues as accessibility, but has his-
torically been largely uninvolved in day-to-day election operations. In most States, 
the majority of election management functions are delegated to local county and 
town governments, which are responsible for registering voters, procuring voting 
equipment, creating ballots, setting up and managing local polling places, counting 
votes, and reporting the results of each contest. Consequently, thousands of indi-
vidual local election offices shoulder the burden of managing and securing the vot-
ing process for most of the American electorate. 

Elections in the United States are among the most operationally and logistically 
complex in the world. Many jurisdictions have large numbers of geographically-dis-
persed voters, and most elections involve multiple ballot contests and referenda. 
Baseline election security must account for sophisticated adversaries, ballot secrecy, 
fair access to the polls, and accurate reporting of results, making secure election 
management one of the most formidable—and potentially fragile—information tech-
nology problems in government. 

Computers and software play central roles in almost every aspect of our election 
process: Managing voter registration records, defining ballots, provisioning voting 
machines, tallying and reporting results, and controlling electronic voting machines 
used at polling places.3 The integrity and security of our elections are thus inex-
orably tied to the integrity and security of the computers and software that we rely 
on for these many functions. 

The passage of the Help America Vote Act (HAVA) in 2002 accelerated the com-
puterization of voting systems, particularly with respect to the ways in which voters 
cast their ballots at local polling stations. HAVA provided funds for States to replace 
precinct voting equipment with ‘‘accessible’’ technology. As implemented, however, 
some of this new technology has had the unfortunate unintended consequence of in-
creasing, rather than decreasing, the risk of our elections being compromised by ma-
licious actors. 
A. Election Software and Hardware 

A typical 4 county election office today depends on computerized systems and soft-
ware for virtually every aspect of registering voters and conducting elections. Gen-
erally, an election office workflow will include at least the following pre- and post- 
election functions: 

Voter registration.—The on-going maintenance of an authoritative database of reg-
istered voters in the jurisdiction, including the precinct-by-precinct ‘‘poll books’’ of 
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5 Some models of DRE can be equipped with a Voter Verified Paper Audit Trail (VVPAT) op-
tion in which the voters’ selections are printed on a paper tape roll that is visible to the voter. 
VVPATs can assist with determining the voter’s intent during a recount, but their efficacy de-
pends on each voter’s diligence in confirming that their choices are correctly recorded on the 
paper tape before they leave the voting booth. Research consistently suggests that, in practice, 
very few voters successfully perform this confirmation step. 

voters (which might be on paper or in electronic form) that are used to check in vot-
ers at precinct polling stations. 

Ballot definition.—The pre-election process of creating data files that list the var-
ious contests, candidates, and rules (e.g., number of permitted choices per race) that 
will appear on the ballot. The ballot definition is used to print paper ballots, to de-
fine what is displayed on touchscreen voting terminals, and to control the vote tal-
lying and reporting software. Local races (such as school boards) may sometimes re-
quire that different ballot definitions be created for different precincts within a 
county in any given election. 

Voting machine provisioning.—The pre-election process of configuring the indi-
vidual precinct voting machines for an election. This typically includes resetting in-
ternal memory and loading the appropriate ballot definition for each precinct. De-
pending on the model of voting machine, provisioning typically involves using a com-
puter to write removable memory cards that are installed in each machine. 

Absentee and early voting ballot processing.—The process of reading and tab-
ulating ballots received by mail and from early voting polling places. Mail votes are 
typically processed in bulk by high-volume optical scan ballot reading equipment. 

Tallying and reporting.—The post-election process of tabulating the results for 
each race received from each precinct and reporting the overall election outcomes. 
This process typically involves using a computer to read memory card media re-
trieved from precinct voting machines. 

Each of the above ‘‘back end’’ functions employs specialized election management 
software running on computers. Depending on the size and practices of the county, 
the same computers may be used for more than one function (e.g., the ballot defini-
tion computer might also serve as the tallying and reporting computer). These com-
puters are typically off-the-shelf desktop machines running a standard operating 
system (such as Microsoft Windows), often equipped with electronic mail and web 
browser software along with the specialized voting software. Election office com-
puters are typically connected to one another via a wired or wireless local area net-
work, which may have a direct or indirect connection (sometimes via a firewall) to 
the internet. 

In some jurisdictions, some of these election management functions (most often 
those concerned with voter registration databases and ballot definition), may be 
outsourced by a county or State to an election services contractor. These contractors 
provide jurisdictions with specialized assistance with such tasks as creating ballots 
in the correct format, managing voter registration databases, creating precinct poll 
books, and maintaining voting machines. The degree to which jurisdictions rely on 
outside contractors varies widely across the Nation. 

Much of the voting equipment used at precincts is computerized as well, although 
it is generally packaged in specialized hardware. This equipment includes: 

Direct Recording Electronic (DRE) Voting Machines.—DRE machines are special- 
purpose computers that display ballot choices to the voter (based on the ballot defi-
nition) and record voter choices. Both the ballot definition configuration and the vote 
count are typically stored on removable memory media.5 

Optical Scan Ballot Readers.—Optical scan ballot readers are specialized com-
puters that read voter-marked paper ballots. The ballot is read according to the bal-
lot definition configuration (typically on removable memory media), and a tally is 
maintained in memory (also typically on removable media). The machine also cap-
tures the scanned ballots and stores them in a mechanically-secured ballot box. 

Ballot-Marking Devices (BMDs).—Ballot-marking devices are an assistive tech-
nology used in optical scan systems to allow visually or mobility impaired voters to 
create ballots for subsequent scanning. BMDs are similar in appearance to DRE ma-
chines in that they display (or read aloud) the ballot electronically, based on a ballot 
definition configuration, and accept voter choices for each race. However, instead of 
recording those choices in computer memory as DREs do, BMDs print a marked 
paper ballot that can then be submitted through an optical scan ballot reader. 

Electronic Poll Books.—These devices are typically tablet-style computers that 
contain an authoritative copy of the database of registered voters at each precinct. 
Electronic poll books are not used directly by voters, but rather by precinct poll 
workers as voters are checked in at their polling place. They are not used in all ju-
risdictions. 
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6 The fact that software systems can be, and often are, vulnerable to attack is not unique to 
election systems, of course. Serious data breaches are literally daily events across the public and 
private sectors, and cybersecurity is widely recognized to be a serious law enforcement and Na-
tional security problem. To the extent that elections depend on software or are administered by 
networked computing systems, they are subject to all the same risks. 

B. Software and Election Security 
Securing complex software systems is notoriously difficult, and those that perform 

the various functions described above are no exception.6 There are several avenues 
of vulnerability in such systems. Common software ‘‘bugs’’ often introduce 
vulnerabilities that can be exploited by an adversary to silently compromise the in-
tegrity of data or make unauthorized (and difficult to detect) changes to the behav-
ior of systems. Configuration and system management errors (such as the use of 
vulnerable out-of-date platforms and weak passwords) can further compromise secu-
rity. Computer networks (which are not generally used by precinct voting machines 
themselves but are commonly connected to back end systems in election offices) com-
pound these risks by introducing the possibility of remote attack over the internet. 

The integrity of the vote today thus increasingly depends on the integrity of the 
software systems—running on voting machines and on county election office net-
works—over which elections are conducted. Any security weakness in any compo-
nent of any of these systems can serve as a ‘‘weak link’’ that can allow a malicious 
actor to disrupt election operations, alter tally results, or disenfranchise voters. 

In many electronic voting systems used today, a successful attack that exploits a 
software flaw might leave behind little or no forensic evidence. This can make it ef-
fectively impossible to determine the true outcome of an election or even that a com-
promise has occurred. 

Unfortunately, these risks are not merely hypothetical or speculative. Many of the 
software and hardware technologies that support U.S. elections today have been 
shown to suffer from serious and easily exploitable security vulnerabilities that 
could be used by an adversary to alter vote tallies or cast doubt on the integrity 
of election results. 

II. CURRENT ELECTRONIC VOTING SYSTEMS HAVE PROVEN VULNERABLE TO A RANGE OF 
KNOWN, EXPLOITABLE SECURITY FLAWS 

A. Risks in Various Election Components 
Security concerns about computerized voting systems have been raised from al-

most the moment such systems were first proposed. Most of these concerns have fo-
cused on electronic voting equipment used at polling stations, although the ‘‘back 
end’’ election management software used to manage voter registration, provision 
voting machines, and tally are at least equally critical to the integrity of the vote. 

To be clear, all electronic voting technology can and does suffer from security 
vulnerabilities. The consequences of these vulnerabilities being successfully ex-
ploited, however, depends on the particular class of device and whether the tech-
nology permits effective post-election auditing to validate or recover correct election 
results. 

1. Election Management IT Systems 
As noted above, local jurisdictions rely on computers for almost every aspect of 

election administration. Official information for voters is distributed on public-facing 
websites. Voter registration records, used on election day to determine who is per-
mitted to vote, are maintained in computerized databases. Ballots forms are created 
and edited on computers. Absentee ballot mailings are managed by computer. Pre-
liminary and official election results are maintained and disseminated by computer. 
Specialized ‘‘Election Management’’ software (generally provided by the vendor of 
the voting equipment) is used to configure ballots and read results from precienct 
voting machines. 

In most cases, the computers used for election administration employ the same 
hardware, operating systems, and networking platforms employed by other enter-
prises, and are connected, directly or indirectly, to the internet. Election manage-
ment systems are exposed to the same risks of compromise by malicious actors that 
cause the commonplace ‘‘data breaches’’ in other private- and public-sector domains 
that have become regular fixtures of on-line life. 

Many jurisdictions outsource some of their election management tasks to outside 
vendors or contractors. This further amplifies the exposure of local election systems 
to external tampering. 

Disruption or compromise of any local election administration functions can have 
grave and often non-recoverable consequences for the integrity of elections. Com-
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promise of voter registration databases can be exploited by adversaries to cause long 
lines at polling places (forcing large numbers of voters to cast provisional ballots) 
and can selectively disenfranchise voters to favor particular candidates. Provisioning 
of voting machines with incorrect ballot definitions can prevent correct ballots from 
being cast. Errors in in unofficial or final tallies can cast doubt on the legitimacy 
of entire elections. In some cases, successful attacks may not be discovered until 
long after polls have closed, or may never be discovered at all. 

The IT and security administration of election management computers varies 
widely from jurisdiction to jurisdiction. In the best cases, there may be a full-time 
staff devoted to securing and managing election computers and networks. In a more 
typical case, computer security is relegated to the general county IT staff, which 
may have only limited resources relative to the threat. In all cases, however, even 
the best defensive cybersecurity resources of a local county are of only limited value 
against a foreign state adversary. 

Local election management computers and networks are especially attractive tar-
gets for foreign tampering and interference. They can often be attacked remotely, 
without the need for physical presence in the targeted jurisdiction, and successful 
attacks may be rewarded with partial or complete control over a county’s voter reg-
istration databases, voting machine configuration, and results reporting infrastruc-
ture. 

2. Electronic Poll Books 
Electronic poll books, which are not used in every jurisdiction, perform the initial 

voter ‘‘check-in’’ function at polling places on election day. They must, by nature of 
their function, have reliable access to an authoritative list of the voters registered 
to vote at each polling places. This may be accomplished either with an internal 
copy of the voter registration database or by on-line remote access to a central com-
puter. In either configuration, electronic poll books perform an essential election 
function and must be reliably secured against tampering. If poll books are unavail-
able or if their databases are corrupted, voters will not be able to cast ballots (except 
by provisional ballot, to the extent that is a viable option). 

Electronic poll books have received much less scrutiny than other precinct voting 
equipment, but are subject to all the same risks and attack vectors as other elec-
tronic devices. In many jurisdictions, they are largely unregulated and require little 
or no outside certification or audit. 

3. Optical Scan Ballot Readers 
Optical scan ballot readers are specialized computers that scan and retain printed 

ballots and record on electronic storage media the tally of votes cast in each race. 
They depend on the integrity of their software and hardware for their ability to cor-
rectly interpret ballots and to correctly record votes. They are exposed to physical 
access by poll workers, and, in many cases, individual voters. 

Ballot scanners can be compromised in a number of practical ways, any one of 
which can compromise the recorded vote tally. However, because they retain the 
physical paper ballots marked by voters, it is possible to recover from such a com-
promise if it is detected. A technique called ‘‘risk-limiting audits’’ can reliably detect 
and recover from defective or compromised ballot scanners and is discussed in the 
sections that follow. 

4. Ballot Marking Devices 
Originally, Ballot Marking Devices (BMDs) were conceived of narrowly, as an as-

sistive technology for use by voters with disabilities to assist them in marking opti-
cal scan paper ballots, (bringing such systems into compliance with Help America 
Vote Act (HAVA) requirements for accessible voting). However, certain recent voting 
products greatly expand the use of BMD technology by integrating a BMD into the 
voting process for all voters, whether they require assistive technology or not. 

BMD-based voting systems are controversial, since, by virtue of their design, the 
correctness of their behavior cannot be effectively audited except by every individual 
voter carefully verifying his or her printed ballot before it is cast. A maliciously com-
promised BMD could subtly mismark candidate selections on ballots in a way that 
might not be noticed by most voters. If BMDs fail or must be rebooted at a polling 
place, there may be no way for voters to create marked ballots, making BMDs a 
potential bottleneck or single point of failure on election day. 

As a relatively new technology, BMD-based systems have not yet been widely ex-
amined by independent researchers and have been largely absent from practical 
election security research studies. However, even with relatively little scrutiny, ex-
ploitable weaknesses and usability flaws have been found in these systems, This un-
derscores the need for more comprehensive studies and for caution before these sys-
tems are purchased by local jurisdictions or widely deployed. 
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7 An incorrect (or maliciously altered) DRE ballot definition can make it impossible to deter-
mine the true election results even without any malicious software exploitation. For example, 
in York County, PA, a DRE ballot definition programming error in the 2017 general election 
appears to have allowed candidates in some local races to be voted for twice, with the possible 
consequence that the election will have to be invalidated and redone. See http://www.ydr.com/ 
story/news/2017/11/08/voting-machine-problems-what-york-countys-options/843423001/. 
Paper-based systems, in contrast, are more robust against such errors. For example, the 2000 
general election in Bernalillo County, NM had a similar error in their punch card-counting soft-
ware, but was later able to correct the error without a new election; see https://www.wsj.com/ 
articles/SB976838091124686673. 

5. Direct Recording Electronic (DRE) Voting Machines 
From a security perspective, by far the most problematic and risky class of elec-

tronic voting systems are those that employ Direct Recording-Electronic (DRE) ma-
chines. DRE machines are special purpose computers programmed to present the 
ballot to the voter and record the voter’s choices on an internal digital medium such 
as a memory card. At the end of the election day, the memory card containing the 
vote tallies for each race is generally removed or electronically read from the ma-
chine and delivered to the county election office, where the tallies from each precinct 
are recorded by the county tallying software. DRE machines are sometimes infor-
mally called ‘‘touchscreen’’ voting machines, although not all DRE models use actual 
touchscreen displays (nor are all election devices that employ touchscreens DREs). 

The design of DREs makes them inherently difficult to secure and yet also makes 
it especially imperative that they be secure. This is because the accuracy and integ-
rity of the recorded vote tally depends completely on the correctness and security 
of the machine’s hardware, software, and data. Every aspect of a DRE’s behavior, 
from the ballot displayed to the voter to the recording and reporting of votes, is 
under control of the DRE hardware and software. Any security vulnerability in this 
hardware or software, or any ability for an attacker to alter (or re-load new and ma-
liciously behaving) software running on the machine, not only has the potential to 
alter the vote tally, but can make it impossible to conduct a meaningful recount (or 
even to detect that an attack has occurred) after the fact. If a DRE is compromised 
at any time before or during an election, any votes cast on it are irreparably com-
promised as well. 

DRE-based systems introduce several avenues for attack that are generally not 
present (or are not as security-critical) in other voting technologies: 

• Alteration or deletion of vote tallies stored in internal memory or removable 
media 

• Alteration or deletion of ballot definition parameters displayed to voters 7 
• Alteration or deletion of electronic log files used for post-election audits and de-

tecting unauthorized tampering. 
Attacks might be carried out in any of several ways, each of which must be reli-

ably defended against by the DRE hardware and software: 
• Direct tampering with data files stored on memory cards or accessible through 

external interface ports 
• Surreptitious replacement of the certified software running on the device with 

a maliciously altered version 
• Exploitation of a pre-existing vulnerability in the certified software. 
Successfully exploiting just one of these avenues of attack can be sufficient to 

undetectably compromise an election. The design of DREs makes it necessary not 
only that their hardware be highly secure against unauthorized tampering, but that 
the software running on them not suffer from any vulnerabilities that could be ex-
ploited by a malicious actor. This makes the security requirements for DREs more 
stringent—and also more easily defeated—than for any other currently-deployed 
election technology. 

Unfortunately, the DRE-based systems purchased by and used in various States 
under HAVA have repeatedly been found to suffer from exactly these kinds of ex-
ploitable hardware and software vulnerabilities. 
B. The 2007 California and Ohio Studies 

To date, the most extensive independent studies of the security of electronic vot-
ing systems were commissioned 10 years ago by the Secretaries of State of Cali-
fornia and Ohio. Expert review teams were given access to the voting machine hard-
ware and software source code of every system certified for use in those States. The 
systems used in California and Ohio were also certified for use in most of the rest 
of the country, so these studies effectively covered a large fraction of available elec-
tronic voting equipment and software. I led the teams that reviewed the Sequoia 
products (for the State of California) and the ES&S products (for the State of Ohio); 
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8 The various final reports of the California ‘‘Top-To-Bottom Review’’ studies can be found at 
http://www.sos.ca.gov/elections/voting-systems/oversight/top-bottom-review/. The final report 
of the Ohio ‘‘Project EVEREST’’ study can be found at https://www.eac.gov/assets/1/28/EVER-
EST.pdf. 

9 Organizers of the DEFCON Voting Village include the author as well as Harri Hursti, Mar-
garet MacAlpine, and Jeff Moss. 

10 The current Voting Village final report is available at: https://media.defcon.org/ 
DEF%20CON%2027/voting-village-report-defcon27.pdf. 

other teams in these studies reviewed the Diebold/Premier and Hart InterCivic 
products.8 

In both studies, every team found and reported serious exploitable vulnerabilities 
in almost every component examined. In most cases, these vulnerabilities could be 
exploited by a single individual, who would need no more access than an ordinary 
poll worker or voter. Such an attacker would be able to alter vote tallies, load mali-
cious software, or erase audit logs. Some of the vulnerabilities found were the con-
sequence of software bugs, while others were caused by fundamental architectural 
properties of the system architecture and design. In some cases, compromise of a 
single system component (such as a precinct voting machine) was sufficient to com-
promise not just the vote tally on that machine, but to compromise the entire county 
back-end system. 

In response, California and Ohio ordered some equipment decertified and some 
election-day procedures modified. However, all the vulnerable equipment and soft-
ware remained certified for use in at least some other States. 

Some equipment vendors and local voting officials claimed at the time that the 
findings of the California and Ohio studies were irrelevant or overstated, that any 
problems identified could be easily fixed, and that it would be difficult or impossible 
for anyone but an expert with extensive experience and access to privileged informa-
tion (such as source code) to exploit vulnerabilities in practice. However, as exercises 
such as the DEFCON Voting Village (described below) have demonstrated, not only 
do these systems remain vulnerable, but they can be readily exploited by people 
with no more than ordinary computer science experience and expertise and without 
access to any secret or proprietary information. 

C. The DEFCON Voting Village Exercise 
The DEFCON conference is one of the world’s largest and best-known computer 

security ‘‘hacker’’ conferences. This year’s DEFCON was held August 8–10, 2019, in 
Las Vegas, NV, and drew more than 25,000 participants from around the world. 
DEFCON participants have broad interest in technology, and include security re-
searchers from industry, Government, and academia, as well as individual 
hobbyists. 

For the last 3 years, DEFCON has featured a Voting Machine Hacking Village 
(‘‘Voting Village’’) to give participants an opportunity to examine and get hands-on 
experience with the security technology used in U.S. elections, including voting ma-
chines, voter registration databases, and election office networks. I am one of the 
organizers of the Voting Village.9 

The voting machines available in the Voting Village included a variety of DRE, 
optical scan readers, ballot marking devices and electronic poll books from a range 
of commercial vendors. We acquired (from the surplus market) and made available 
to participants a sampling of different pieces of election hardware, including both 
DRE and optical scan voting machines as well as ‘‘poll book’’ devices used by used 
by precinct workers to verify and check in voters at polling places. Every model ma-
chine currently at the Voting Village is still certified for use in U.S. elections in at 
least one jurisdiction today. 

The DEFCON Voting Village is not intended to be a formal security assessment 
or test, but rather an opportunity for a general audience of technologists to examine 
election equipment and systems. However, participants are encouraged to critically 
examine and probe the equipment and software for vulnerabilities, and to seek prac-
tical ways to compromise security mechanisms. No proprietary information or com-
puter source code is made available. 

The results of the Voting Village are summarized each year in detail in a report.10 
It is notable that participants, who overwhelmingly do not have any previous special 
expertise in voting machines or access to any proprietary information about them, 
have been very quickly able to find ways to compromise every piece of equipment 
in the Village by the end of the weekend. Depending on the individual model of ma-
chine, participants have found ways to load malicious software, gain access to ad-
ministrator passwords, compromise recorded votes and audit logs, or cause equip-
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ment to fail. In most cases, these attacks could be carried out from the ordinary 
interfaces that are exposed to voters and precinct poll workers. 

The ease with which participants compromise equipment in the Voting Village 
should be regarded as at once alarming and yet also unsurprising. It is alarming 
because the very same equipment is in use in polling places around the United 
States, relied on for the integrity of real elections. But it is also ultimately 
unsurprising. Versions of many of the machines at DEFCON had been examined in 
the 2007 studies and found to suffer from basic, exploitable security vulnerabilities. 
It should not come as any surprise that, given access and motivation, people of ordi-
nary skill in computer security would be able to replicate and expand on these re-
sults. It is, in fact, precisely what the previous studies of these devices warned 
would happen. 

In summary, the DEFCON Voting Village demonstrates that much of the voting 
technology used in the United States is vulnerable not just to hypothetical expert 
attack in a laboratory environment, but also to practical analysis, manipulation, and 
exploitation by non-specialists with only very modest resources. 

III. US ELECTION SYSTEMS ARE NOT ENGINEERED TO RESIST NATIONAL ADVERSARIES 

The traditional ‘‘threat model’’ against which electronic voting systems have been 
evaluated has been largely focused on resisting traditional election fraud, in which 
domestic conspirators, perhaps assisted by corrupt poll workers or election officials, 
attempt to ‘‘rig’’ an election to favor a preferred candidate in a local, State, or Na-
tional contest. Fraud might be accomplished by altering votes, adding favorable 
votes, deleting unfavorable votes, or otherwise compromising the security mecha-
nisms that protect the ballot and tally. 

While virtually every study of electronic voting technology has raised questions 
about the ability of current systems to resist serious efforts at fraud, traditional 
election fraud is not the only kind of threat, or even the most serious threat, that 
a voting systems must resist today. 

Electronic voting systems must resist not only fraud from corrupt candidates and 
supporters, but also election disruption from hostile nation-state adversaries. This 
is a much more formidable threat, and one that current systems are far less 
equipped to resist. 

The most obvious difference between traditional election fraud by corrupt domes-
tic actors and disruption by hostile state actors is the expected resources and capa-
bilities available to each. The intelligence services of even small nations can mar-
shal far greater financial, technical, and operational resources than would be avail-
able to even highly sophisticated criminal conspiracies. For example, intelligence 
services can feasibly conduct advance operations against the voting system supply 
chain. In such operations, the aim might be to obtain confidential source code or 
to secure surreptitious access to equipment before it is even shipped to local election 
officials. Hostile intelligence services can exploit information and other assets devel-
oped broadly over extended periods of time, often starting well before any specific 
operation or attack has been planned. 

But their greater resources are not the most important way that hostile state ac-
tors can be a more formidable threat than corrupt candidates or poll workers. They 
also enjoy easier goals. The aim of traditional ‘‘retail’’ election fraud is to tilt the 
outcome in favor of a particular candidate. That is, to succeed, the attacker must 
generally alter the reported vote count or add, change, or delete votes. But a hostile 
state actor—via an intelligence service such as Russia’s GRU—might be satisfied 
with merely disrupting an election or calling into question the legitimacy of the offi-
cial outcome. With election systems so heavily dependent on demonstrably insecure 
software and voting equipment, this kind of disruption could be comparatively sim-
ple to accomplish, even at a National scale. 

A hostile state actor who can compromise even a handful of county networks 
might not need to alter any actual votes to create widespread uncertainty about an 
election outcome’s legitimacy. It may be sufficient to simply plant suspicious (and 
detectable) malicious software on a few voting machines or election management 
computers, create some suspicious audit logs, delete registered voters from the rolls, 
or add some obviously spurious names to the voter rolls. If the preferred candidate 
wins, they can simply do nothing (or, ideally, use their previously-arranged access 
to restore the compromised networks to their original states, erasing any evidence 
of compromise). If the ‘‘wrong’’ candidate wins, however, they could covertly reveal 
evidence that county election systems had been compromised, creating public doubt 
about whether the election had been ‘‘rigged’’. This could easily impair the ability 
of the true winner to effectively govern, at least for a period of time. 
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11 For a comprehensive discussion of technical attacks against our election infrastructure in 
2016, see the Report of the Select Committee on Intelligence, US Senate on Russian Active 
Measures in the 2016 US Election, Vol 1. https://www.intelligence.senate.gov/sites/default/ 
files/documents/ReportlVolume1.pdf 

12 A good introduction to the theory and practice of risk-limiting audits in elections can be 
found at https://www.stat.berkeley.edu/?stark/Preprints/RLAwhitepaper12.pdf. 

Electronic voting machines and vote tallies are not the only potential targets for 
such attacks. Of particular concern are the back-end systems that manage voter reg-
istration, ballot definition, and other election management tasks. Compromising any 
of these systems (which are often connected, directly or indirectly, to the internet 
and therefore potentially remotely accessible) can be sufficient to disrupt an election 
while the polls are open or cast doubt on the legitimacy of the reported result. The 
decentralization of election operations, managed by thousands of individual local of-
fices throughout the Nation (with widely-varying resources) is sometimes cited as 
a strength of our electoral process. However, this decentralization can be turned to 
the adversary’s advantage. An attacker can choose arbitrarily from among whatever 
counties have the weakest systems—those with the least secure software or most 
poorly defended networks and procedures—to target. 

It is beyond the scope of my testimony to speculate on specific intrusions that oc-
curred against State and local election management systems in the 2016 U.S. gen-
eral election, much of which remains Classified or under investigation. It has been 
reported that voter registration management systems in at least several States were 
targeted for exploitation and access. It is unclear whether voting machines or tal-
lying systems were also targeted. However, targeting and exploiting such systems 
would have been well within the capability of any major rival intelligence service.11 

In summary, the architecture of many current electronic voting systems, espe-
cially those that employ DRE voting machines, makes disruption attacks an espe-
cially attractive option for our foreign adversaries—and especially difficult one to ef-
fectively defend against. These systems can give hostile actors interested in disrup-
tion an even easier task than that facing corrupt candidates seeking to steal even 
a small local office. And the consequences of election disruption strike at the very 
heart of our National democracy. 

IV. RECOMMENDATIONS: ALL U.S. ELECTIONS SHOULD EMPLOY PAPER BALLOTS AND 
RISK-LIMITING AUDITS 

It is perhaps tempting to conclude pessimistically that election technology in the 
United States is fatally flawed, leaving our Nation irreparably vulnerable to election 
fraud and foreign meddling. But while it is true that the current situation exposes 
us to significant risk, it is by no means hopeless or beyond repair. Relatively simple, 
and available, technologies can be deployed that render our elections significantly 
more robust against attack. 

While electronic voting machines do indeed suffer demonstrably fundamental 
weaknesses, some electronic voting technologies are significantly more resilient in 
the face of compromise than others. The most important feature required is that 
there be a reliable record of each voter’s true ballot selections that can be used as 
the basis for a post-election audit to detect and recover from failure or compromise 
of the software or hardware. 

Among currently available, HAVA-compliant voting products, the only systems 
that meet this requirement are those that employ optical scan paper ballot tech-
nology. In such systems, the voter fills out a machine-readable paper ballot form 
(possibly with the aid of an assistive ballot marking device for language-, visually- 
and mobility-impaired voters), that is then deposited into a ballot scanning device 
that reads the ballot choices, maintains an electronic tally, and retains and secures 
the marked paper ballots for subsequent audit. After the polls close, the electronic 
tally records are read from each ballot scanner and preliminary results calculated. 

The paper records of votes that precinct-counted optical-scan systems provide are 
a necessary, but not by themselves sufficient, safeguard against software. As noted 
above, even non-DRE systems can suffer from flaws and exploitable vulnerabilities 
in the voting machine and back-end software. The second essential safeguard is a 
systematic and reliable process for detecting whether the software has reported in-
correct results, and to recover the true results if so. 

The most reliable and well-understood method to achieve this is through an ap-
proach called risk-limiting audits.12 In a risk-limiting audit, a statistically signifi-
cant randomized sample of ballots are manually checked by hand and the results 
compared with the electronic tally. (This must be done for every contest, not just 
those with close results that might otherwise call for a traditional ‘‘recount’’.) If dis-
crepancies are discovered between the manual and electronic tallies, additional 
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13 See Ron Rivest. ‘‘On the notion of ‘software independence’ in voting systems’’. Phil. Trans 
Royal Society A. Volume 366 Issue 1881. October 28, 2008. http:// 
rsta.royalsocietypublishing.org/content/366/1881/3759. 

manual counts are conducted. The effect of risk-limiting audits is not to eliminate 
software vulnerabilities, but to ensure that the integrity of the election outcome 
does not depend on the herculean task of securing every software component in the 
system. This important property is called strong software independence.13 

Optical scan paper ballots and risk-limiting audits comprise a critical, and readily 
deployable, safeguard against both traditional election fraud and nation-state dis-
ruption. Taken together, they permit us to more safely enjoy the benefits of comput-
erized election management, without introducing significant new costs or requiring 
the development of speculative new technology. The technology required for this is 
available today, from multiple vendors, and is already in use in many States. 

As important as paper ballots and risk-limiting audits are, however, they are not 
panaceas that solve every threat to our elections. It is also critical that the State 
and county back-end computer networks and systems used for election management 
and voter registration be vigilantly protected against compromise. As we saw in 
2016, hostile adversaries might attempt to breach not just voting machines, but also 
back-end election management systems and voter registration database systems, 
which are often connected, directly or indirectly, to the internet. 

It is no exaggeration to observe that State and local election officials serve on the 
front lines of our National cybersecurity defense. They must be given sufficient re-
sources, infrastructure, and training to help them effectively defend their systems 
against an increasingly sophisticated—and increasingly aggressive—threat environ-
ment. It is notable that the budgets for election administration often must compete 
for resources with essential local services such as fire protection and road mainte-
nance. Election management represents only a miniscule fraction of the total Na-
tional spending on political campaigns. Additional investment here will pay signifi-
cant dividends for our security. 

By analogy, we do not make the county sheriff responsible for defending against 
ground invasions by foreign military forces. Yet that is precisely the role into which 
we have placed our local county IT administrations in defending our election infra-
structure against electronic attacks. Just by doing so, we have set them up for fail-
ure. 

Simply put, much of our election infrastructure remains vulnerable to practical 
attack, with threats that range from traditional election tampering in local races to 
large-scale disruption by National adversaries. We should take no comfort if such 
attacks have not yet been widely detected. At best, it is only because, for whatever 
reason, serious attempts have not yet been made. Given the potential rewards to 
our adversaries, it is only a matter of time before they will. 

National-level investment in safeguards such as those described above serve our 
democracy in critically important ways. They can provide a significant improvement 
to election security, both in our ability to resist attack and in our ability to recover 
from attacks when they occur. Perhaps most importantly, they provide meaningful 
assurance to voters that their ballots truly count and that their elected officials are 
governing truly legitimately. Our republic cannot long survive without the con-
fidence that comes from that assurance. 

Mr. RICHMOND. Thank you, Dr. Blaze. 
We have votes that have been called. There is a minute and 48 

seconds left on us to vote. There is still 282 people who have not 
voted. 

But what we will do is we will go into recess right now; we will 
go vote. There is probably going to be 1 vote—at most, 2 votes. So 
we will come back and resume immediately when votes are over. 

So with that we will stand in recess. 
[Recess.] 
Mr. RICHMOND. I will now call the committee back to order, and 

I will recognize Ms. Badanes for 5 minutes to summarize her testi-
mony. 

Thank you for your patience. 
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STATEMENT OF GINNY BADANES, DIRECTOR, STRATEGIC 
PROJECTS, DEFENDING DEMOCRACY PROGRAM, MICROSOFT 

Ms. BADANES. Absolutely. Chairman Richmond, Ranking Member 
Katko, and Members of the subcommittee, thank you for the oppor-
tunity to testify today on the important topic of campaign security. 
My name is Ginny Badanes, and I am the director of strategic 
projects for Microsoft’s Defending Democracy Program. 

Our team works globally with a variety of stakeholders to pre-
serve and protect electoral processes, protect campaign organiza-
tions from cyber-enabled threats, and defend against 
disinformation campaigns. 

Microsoft has several initiatives to achieve these goals. But my 
testimony today will focus on our efforts to increase the cybersecu-
rity and resilience of campaign organizations. 

To address how campaigns can protect themselves, it is helpful 
to first understand the threats that they are up against. Cam-
paigns face a unique challenge when it comes to securing them-
selves. Most campaigns have limited budgets, and even more lim-
ited cybersecurity expertise. Yet they can face outsize threats and 
a symmetry that can harm our democratic process. 

Microsoft’s work to protect campaign organizations builds upon 
our broader experience in assessing and tracking cybersecurity 
threats. The Microsoft Threat Intelligence Center, known as 
MSTIC, has focused on tracking nation-state adversaries for more 
than a decade. We provide notification to customers when an on- 
line service account has been targeted or compromised by a nation- 
state actor that we are tracking. 

As a technology provider with many customers in this space, we 
believe we have an obligation to do more to support campaign’s ef-
forts to protect themselves. For that reason, we now offer services 
specifically designed to assist the campaign community. 

In August of last year we began offering a free service called Ac-
count Guard, which provides campaign customers of our email and 
productivity tools with additional security support. We did this for 
2 reasons. 

First, we wanted to address the reality that threat actors do not 
only attack the enterprise accounts of their targets. They go after 
personal accounts of staff, as well. For that reason, Account Guard 
customers have the option to also enroll their personal Microsoft 
email accounts, such as Hotmail or Outlook. This optional enroll-
ment provides our threat monitoring team with valuable informa-
tion about what might otherwise appear to be a standard consumer 
account. More importantly, it allows us to notify the individual and 
the organization quickly if we identify a threat actor targeting that 
personal account. 

Second, we recognize that campaigns might not be equipped to 
receive a nation-state attack notification. While the information 
can be very valuable, it doesn’t serve much purpose if the recipient 
isn’t sure what to do with the information that they receive. For 
that reason, in addition to informing the customer about an attack, 
we also include information about what to do next, especially if the 
attack resulted in a breach. This additional communication ensures 
that notifications reach the right person within the organization, 
and that they can turn that information into action. 
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We have also created a new version of our email and productivity 
tools just for campaigns. We did this based on feedback that sophis-
ticated security tools aren’t realistic on a campaign budget, and 
that setting them up was too difficult for the typical campaign IT 
staff. So we made Microsoft 365 for Campaigns available this past 
summer. This allows campaigns to access security tools at a much 
lower cost, and provides non-technical users with, essentially, an 
easy button to turn on key security features. 

While new tools and free services are helpful, they don’t address 
the most impactful thing that campaigns can do to protect them-
selves, and that is to educate their team about cybersecurity hy-
giene. That is why we provide a variety of cybersecurity trainings 
in person, as well as on-line, tailored to the specific needs of the 
campaign community. We encourage campaigns to do the basics, 
such as turn on two-factor authentication, use better password 
management, use a cloud service provider, and use secure commu-
nication platforms. 

In conclusion, Congress plays a critical role in securing our cam-
paign organizations and elections. In addition to the recommenda-
tions made by my fellow witnesses, Congress also can contribute to 
a multi-stakeholder approach that addresses the threats them-
selves. We believe that combating attacks at the root will require 
a joint effort, from private-sector actors such as Microsoft, as well 
as State, local, and Federal Governments, civil society, academia, 
and campaign organizations themselves. 

Campaigns face the threat of capable, well-funded, and agile ad-
versaries. While there is much they can do to protect themselves, 
we have seen first-hand that they benefit from assistance from the 
private sector, and they would certainly benefit from Congressional 
and Executive branch leadership and multi-stakeholder engage-
ment, especially around establishing international norms to dis-
courage nation-state attacks against our democratic institutions. 

Thank you, and I look forward to your questions. 
[The prepared statement of Ms. Badanes follows:] 

PREPARED STATEMENT OF GINNY BADANES 

NOVEMBER 19, 2019 

Chairman Richmond, Ranking Member Katko, Members of the subcommittee, 
thank you for the opportunity to testify today on the important topic of campaign 
security. 

My name is Ginny Badanes and I am the director of strategic projects for 
Microsoft’s Defending Democracy program. We focus on advocating for and contrib-
uting to the stability and security of democratic institutions globally. In a non-par-
tisan manner, our team works with a variety of governmental and non-govern-
mental stakeholders in democratic countries to achieve the following goals: 

• Explore technological solutions to preserve and protect electoral processes and 
engage with Federal, State, and local officials to identify and remediate cyber 
threats; 

• Protect campaign organizations from hacking through increased cyber resilience 
measures, accessible and affordable security tools, and incident response capa-
bilities; and, 

• Defend against disinformation campaigns in partnership with leading academic 
institutions and think tanks dedicated to countering state-sponsored digital 
propaganda and falsehoods. 

Though the Defending Democracy team undertakes several initiatives in pursuit 
of these goals, my testimony today will focus on our efforts to increase the cyberse-
curity and resilience of campaign organizations. 
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1 New Cybersecurity Threats require new ways to protect democracy. https:// 
blogs.microsoft.com/on-the-issues/2019/07/17/new-cyberthreats-require-new-ways-to-protect-de-
mocracy/. 

2 Recent Cyberattacks Require Us All To Be Vigilant. https://blogs.microsoft.com/on-the- 
issues/2019/10/04/recent-cyberattacks-require-us-all-to-be-vigilant/. 

3 New Cyberattacks Targeting Sporting and Anti-Doping Organizations. https:// 
blogs.microsoft.com/on-the-issues/2019/10/28/cyberattacks-sporting-anti-doping/. 

4 FEC Advisory Opinion 2018–11, https://www.fec.gov/files/legal/aos/2018-11/2018-11.pdf. 

THREATS TO CAMPAIGN ORGANIZATIONS 

To address how campaign organizations can protect themselves, it is helpful to 
first understand the threats that they are up against. Campaign organizations face 
uniquely challenging circumstances when it comes to securing themselves. Outside 
of a handful of Presidential campaigns, many campaign organizations often have 
limited technology budgets and usually even more limited cybersecurity expertise. 
Yet, they can face outsized threats, an asymmetry that can have detrimental effects 
on our democratic processes. Campaign organizations are like technology startups 
with enterprise cybersecurity needs. 

Microsoft’s work to protect campaign organizations and democratic institutions 
broadly builds upon the company’s experience in assessing and tracking cybersecu-
rity threats. The Microsoft Threat Intelligence Center (MSTIC) has focused on 
tracking nation-state actors for more than a decade. We provide notification to cus-
tomers, including election-sensitive customers, when an on-line service account has 
been targeted or compromised by a nation-state actor that we are tracking. We con-
tinuously track these global threats, building this intelligence into our security prod-
ucts to protect customers and using it in support of our efforts to disrupt threat 
actor activities through direct legal action or in collaboration with law enforcement. 
But let’s be clear—cyber attacks continue to be a significant weapon wielded in 
cyber space. In some instances, those attacks appear to be related to on-going efforts 
to attack the democratic process. 

In the past year, Microsoft notified nearly 10,000 customers, including campaign 
organizations,1 that they have been targeted or compromised by nation-state at-
tacks. About 84 percent of these attacks targeted our enterprise customers, and 
about 16 percent targeted consumer personal email accounts. This data dem-
onstrates the significant extent to which nation-states continue to rely on cyber at-
tacks as a tool to gain intelligence, influence geopolitics, or achieve other objectives. 

Based upon the threats we are tracking, most of the nation-state activity in recent 
months originated from actors in 3 countries—Iran,2 North Korea, and Russia.3 We 
have also seen activity by actors operating from China, but not at the same volume 
as the actors in these 3 nations. These actors have targeted a variety of industries 
including a number of stakeholders that are important to political dialog and demo-
cratic processes, including think tanks, universities, diplomatic entities, journalists, 
current and former Government officials, and campaign staff. 

MICROSOFT & CAMPAIGN SECURITY 

Recognizing the unique needs of campaign organizations, Microsoft offers services 
to help them increase their cybersecurity and resilience. 

• On-line account security protection 
• Security guidance, on-going education, and training 
• Microsoft 365 for Campaigns 

ON-LINE ACCOUNT SECURITY PROTECTION 

In August 2018, Microsoft instituted enhanced cybersecurity services for campaign 
users of Office 365 and free consumer email services. With more than 60 million 
users of its paid Office365 (O365) cloud-based productivity software and free Out-
look.com and Hotmail.com web-based e-mail services, Microsoft found itself in a 
unique position to protect election-sensitive users of its products against such hack-
ing. To that end, Microsoft requested and received an advisory opinion from the 
Federal Election Commission (FEC) confirming that Microsoft may offer a package 
of free enhanced on-line account security protections at no additional charge on a 
nonpartisan basis to its election-sensitive customers. The Advisory Opinion con-
cluded that the provision of such services is not a prohibited in-kind contribution 
under campaign finance law.4 

Until this advisory opinion, the FEC had not robustly addressed the provision of 
cybersecurity services to political campaigns and National committees. In response, 
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5 FEC Advisory Opinion 2018–15 (approving Senator Wyden’s request to use campaign funds 
for cybersecurity expenses), https://www.fec.gov/data/legal/advisory-opinions/2018-15/; FEC 
Advisory Opinion 2018–12 (approving the provision of free cybersecurity resources to candidates 
and political party committees, by nonprofit corporation and its private-sector sponsors and 
partners), https://www.fec.gov/files/legal/aos/2018–12/2018–12.pdf. 

6 Microsoft AccountGuard, https://www.microsoftaccountguard.com/en-us/. 
7 ‘‘Microsoft Says It Stopped Cyberattacks on Three 2018 Congressional Candidates’’, Time, 

July 19, 2018: https://time.com/5343585/microsoft-candidate-cyberattacks/. 
8 ‘‘New steps to protect Europe from continued cyber threats’’, Feb. 20, 2019, 

https://blogs.microsoft.com/eupolicy/2019/02/20/accountguard-expands-to-europe/. 
9 We acknowledge these security solutions and on-going trainings depend on the campaign or-

ganizations and individuals having access to a smart phone or to broadband connectivity. Micro-
soft notes that broadband connectivity is also an urgent National problem that we are com-
mitted to helping solve. We’ve contributed to this effort through our Microsoft Airband Initia-
tive, a 5-year commitment to bring broadband access to 3 million unserved Americans living in 

Continued 

this advisory opinion sparked a series of similar requests for approval 5 from cyber-
security firms to provide cybersecurity services to Members of Congress, political 
campaigns, and National committees at reduced costs or at no cost at all. 

The Microsoft service is called AccountGuard,6 and it serves 2 primary functions. 
(1) Cross-Account Notifications.—We recognize that threat actors do not only at-
tack the enterprise accounts of their targets, they go after the target’s personal 
accounts as well. We provide AccountGuard customers with the ability to enroll 
the personal Microsoft email accounts (Hotmail.com, Outlook.com) of staff and 
other affiliates of their organization. This optional enrollment provides our 
threat monitoring team with valuable information about what might otherwise 
appear to be a typical consumer account. More importantly, it allows us to no-
tify the individual and organization quickly if we identify a threat-actor tar-
geting that personal account. 
(2) Nation-State Attack Enhanced Monitoring.—If an AccountGuard customer is 
targeted by a nation-state actor that we track, the team provides customers 
with additional services and notification. In addition to informing them about 
the attack, we include information about what to do next, especially if the at-
tack resulted in a breach. This additional communication ensures that notifica-
tions reach the right person within an organization. 

Since the launch of AccountGuard we have uncovered attacks specifically tar-
geting organizations that are fundamental to democracy. We have steadily expanded 
AccountGuard to political campaigns, political parties, think tanks, and democracy- 
focused non-governmental organizations (NGO’s), in 26 countries across 4 con-
tinents. While this service is relatively new, we’ve already made over 900 notifica-
tions of nation-state attacks targeting organizations participating in AccountGuard. 
This data shows that democracy-focused organizations in the United States should 
be particularly concerned as 95 percent of these attacks have targeted U.S.-based 
organizations. By nature, these organizations are critical to society but have fewer 
resources to protect against cyber attacks than large enterprises. 

Many of the democracy-focused attacks we’ve seen recently target NGO’s and 
think tanks and reflect a pattern that we also observed in the early stages of some 
previous elections. In that pattern, a spike in attacks on NGO’s and think tanks 
that work closely with candidates and political parties, or work on issues central 
to their campaigns, typically serves as a precursor to direct attacks on campaign or-
ganizations and election systems themselves. Similar attacks occurred in the U.S. 
Presidential election in 2016 and in the last French Presidential election. In 2018 
we detected attacks targeting, among others, U.S. Senate offices, and think tanks 
associated with key issues at the time.7 Earlier this year we saw attacks targeting 
democracy-focused NGO’s in Europe close to European elections.8 As we head into 
the 2020 elections, given both the broad reliance on cyber attacks by nation-states 
and the use of cyber attacks to specifically target democratic processes, we antici-
pate potential attacks targeting U.S. election systems, campaign organizations, or 
NGO’s that work closely with campaign organizations. 

Our adversaries have a stated goal of seeking to diminish the confidence of our 
citizens in the processes that are at the very core of our democracy. We should an-
ticipate that we will see more attacks on our election processes in 2020 in further-
ance of this goal. 

SECURITY GUIDANCE, ON-GOING EDUCATION & TRAINING 

Informed by our observations about campaign challenges, Microsoft provides in- 
person cybersecurity trainings tailored to the specific needs of the campaign commu-
nity regardless of whether there is any formal relationship with Microsoft.9 These 
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rural communities by July 2022. Microsoft is partnering with a number of local providers across 
the United States to offer new broadband services where there is no option or affordable alter-
native. 

10 Cybersecurity Campaign Playbook, https://www.hks.harvard.edu/publications/cybersecu-
rity-campaign-playbook. 

11 ‘‘Protecting political campaigns from hacking’’, May 6, 2019: https://blogs.microsoft.com/on- 
the-issues/2019/05/06/protecting-political-campaigns-from-hacking/. 

12 Microsoft InTune, https://www.microsoft.com/en-us/microsoft-365/enterprise-mobility-secu-
rity/microsoft-intune. 

13 Your Pa$$word Doesn’t Matter. https://techcommunity.microsoft.com/t5/Azure-Active-Di-
rectory-Identity/Your-Pa-word-doesn-t-matter/ba-p/731984. 

14 Microsoft Password Guidance by the Microsoft Identity Protection Team. https:// 
www.microsoft.com/en-us/research/wp-content/uploads/2016/06/MicrosoftlPasswordlGui- 
dance-1.pdf. 

trainings cover the basics of cybersecurity hygiene and highlight many of the best 
practices recommended by our partners at Harvard Belfer Center in their Cyberse-
curity Campaign Playbook.10 To date, we’ve trained over 1,000 political profes-
sionals in 13 countries with our security workshop trainings. 

In addition to the in-person trainings, we conduct webinars focused on specific cy-
bersecurity topics of interest to campaign organizations. Just this week, for example, 
Microsoft security experts are hosting 2 webinars representative of our training ef-
forts in this area. One helps non-technical election-sensitive customers learn how to 
protect their user accounts. We will cover topics such as common attack vectors, 
multi-factor authentication, credential hygiene, and identity best practices. The 
other webinar helps information technology (IT) professionals in the election-sen-
sitive space learn technical best practices and tools available to them to secure their 
organization’s environment. 

Finally, all our AccountGuard customers receive monthly guidance from us. This 
guidance highlights stories of relevance, provides best practices, and promotes better 
cybersecurity hygiene across their organization. 

MICROSOFT 365 FOR CAMPAIGNS 

Campaign organizations are fast-moving environments that face significant secu-
rity threats from nation-state actors and criminal scammers—much like large enter-
prises. However, unlike enterprises, campaign organizations often must ramp up 
and down quickly, vary in their ability to hire dedicated and experienced IT staff, 
and have unpredictable budgets. 

While the AccountGuard service is a step in the right direction to help protect 
campaign organizations facing these challenges, we recognized that we could do 
more to provide this community with access to secure, reliable, accessible, and af-
fordable software. For those reasons, Microsoft recently announced the availability 
of Microsoft 365 for Campaigns.11 

First, to address the constrained budgets of campaign organizations, we have used 
our non-profit pricing model for this offering so campaign organizations can get ac-
cess to software at a significantly reduced rate. 

Second, to address the problem of ease of use for non-technical users, we have 
streamlined the configuration and set-up of high-impact security settings. With only 
a click or two, customers can now turn on recommended security features to create 
a secure baseline from which to operate their campaign organization. 

Just a few examples of the settings that can now be automated— 
• Enabling multi-factor authentication.—A second layer of security for sign-ins. 
• Turning on Office 365 Advanced Threat Protection.—A service that protects 

emails, links, and files from phishing and malware attacks. 
• Providing device protection.—Secures access to sensitive data on mobile devices 

using a service called Microsoft Intune.12 
This offering derives from our Microsoft 365 Business product, which is tailored 

to small and medium businesses. That means campaign customers can now access 
the high-end security capabilities typically leveraged by enterprise customers, enjoy 
easier deployment of those features, and do so at an affordable rate. 

OTHER WAYS CAMPAIGN ORGANIZATIONS CAN PROTECT THEMSELVES 

While we encourage innovation in this area, campaign organizations can best pro-
tect themselves by employing basic hygiene.13 A few examples of how that can be 
achieved: 

• Password management.—In 2016, Microsoft saw over 10 million username/pass-
word pair attacks every day. This gives us a unique vantage point to under-
stand the role of passwords in account takeovers.14 Despite general awareness 
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15 See eg. Passwords Reuse Abound Recent Survey Shows. https://www.darkreading.com/ 
informationweek-home/password-reuse-abounds-new-survey-shows/d/d-id/1331689. 

16 ‘‘CISA Director’s Outlook on Ransomware’’, Aug 23, 2019: https://www.politico.com/news-
letters/morning-cybersecurity/2019/08/23/cisa-directors-outlook-on-ransomware-5g-more- 
727286. 

of the importance of using unique passwords to secure data, users admitted to 
reusing the same password 62 percent of the time for multiple accounts as re-
cently as a year ago.15 As a result, we train campaign organizations to use 
strong unique passwords and more importantly, to use password managers to 
generate them. 

• Two-factor authentication.—We encourage campaign organizations to use a 2- 
step authentication source like a phone app or a physical key for all accounts. 

• Using a cloud service provider.—We encourage campaign organizations to lever-
age cloud services for email, documents, and infrastructure and avoid public or 
anonymous sharing. 

• Using a secure communications platform.—For sensitive data, Microsoft encour-
ages campaign organizations to use encrypted communications channels and 
avoid using public Wireless Fidelity (Wi-Fi) channels for accessing sensitive in-
formation. 

EMERGING THREATS 

Earlier this fall, director of the Cybersecurity and Infrastructure Security Agency 
(CISA), Chris Krebs drew attention to the threat of ransomware attacks against our 
local governments and the impact that could have on our elections if executed 
against voter registration systems close to, or on, election day.16 We agree this is 
a risk that deserves attention from all election security stakeholders. Voter registra-
tion databases (some of the same systems targeted in 2016), are vulnerable because 
they are some of the only election sensitive systems that are regularly connected 
to the internet. We are currently exploring how we can work with Government and 
others in the tech community to continue to raise awareness of this threat while 
also providing additional solutions to protect against ransomware. Basic security 
recommendations in this context include using modern technology, setting up two- 
factor authentication for all relevant accounts, creating secure back-ups, and engag-
ing in exercises to ensure rapid restoration of data in the event of an attack. 

An additional emerging threat is the increased potential for bad actors to use arti-
ficial intelligence to create malicious synthetic media, better known as ‘‘Deepfakes’’. 
Advances in synthetic media have created clear benefits; for example, synthetic 
voice can be a powerful accessibility technology, and synthetic video can be used in 
film production, criminal forensics, and artistic expression. However, as access to 
synthetic media technology increases, so too does the risk of exploitation. Deepfakes 
can be used to damage reputations, fabricate evidence, and undermine trust in our 
democratic institutions. To help guard against this challenge, Microsoft has estab-
lished clear principles that govern its use and deployment of synthetic media and 
other artificial intelligence, including fairness, inclusiveness, reliability & safety, 
transparency, privacy & security, and accountability. Furthermore, Microsoft has 
engaged with partners in academia, civil society, and industry to work together to 
advance best practices for the ethical use of AI. One such effort includes a recent 
‘‘Deepfakes Detection Challenge’’ we helped launch together with Facebook and the 
Partnership on AI, a technology industry consortium focused on best practices for 
AI systems, which invites researchers to build new technologies that can help detect 
deepfakes and manipulated media. 

WHAT CONGRESS CAN DO 

When conducting trainings for political parties and campaign organizations in de-
mocracies around the world, we always encourage leadership of those organizations 
to attend the sessions alongside their teams. While leaders may not have a technical 
background, they play an incredibly important role when it comes to their organiza-
tion’s cyber health: Setting the culture. 

Similarly, Congress plays a critical role in securing our campaign organizations 
and elections. By holding this hearing on the cybersecurity health of campaign orga-
nizations and the election space more broadly, the committee is contributing to the 
culture of security that is necessary to ensure a more secure environment. 

Beyond culture-setting, Congress also can contribute to a multi-stakeholder ap-
proach to addressing the threats themselves. We believe that combatting attacks 
will require a joint effort from private-sector actors such as Microsoft, as well as 
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7 Paris Call for Trust & Security in Cyber Space: https://www.diplomatie.gouv.fr/en/french- 
foreign-policy/digital-diplomacy/france-and-cyber-security/article/cybersecurity-paris-call-of-12- 
november-2018-for-trust-and-security-in. 

State, local, and Federal Governments, civil society, academia, and campaign orga-
nizations themselves. 

Cyber attacks, especially ransomware attacks, are increasingly targeting State 
and local authorities, including for example, Atlanta (GA), Baltimore (MD), Cleve-
land (OH), Greenville (NC), Imperial County (CA), Stuart (FL), Augusta (ME), Lynn 
(MA), Cartersville (GA). Most recently there was an attack on over 20 government 
entities in Texas. Overall, we can reasonably expect that the situation will only get 
worse. Importantly, these and other attacks are increasingly leveraging sophisti-
cated tools that are developed by governments, creating a dangerous ecosystem of 
cyber weapons and requiring adoption of international norms for responsible behav-
ior on-line. Microsoft advances support for the adoption and observance of such 
norms. 

Microsoft supports the multi-stakeholder approach taken by the Paris Call for 
Trust and Security in Cyber Space.17 It reaffirms a number of norms and principles 
established in other forums, including at the U.N. Group of Governmental Experts 
on Developments in the Field of Information and Telecommunications in the Con-
text of International Security (UN–GGE), and at the G7 and G20, respectively. Im-
portantly, the Paris Call includes a comparatively new principle to protect electoral 
processes from foreign interference—‘‘Strengthen our capacity to prevent malign in-
terference by foreign actors aimed at undermining electoral processes through mali-
cious cyber activities.’’ 

However, what truly distinguishes the Paris Call is that it recognizes that a 
multi-stakeholder approach is essential to achieve success. The Call has so far been 
endorsed by over 1,000 signatories, the largest coalition of signatories ever in sup-
port of a cybersecurity document: 74 governments, 357 civil society and public sector 
organizations, and 607 industry members all agreeing to 9 core principles to govern 
conduct in cyber space. Microsoft was one of the private-sector signatories and we 
will continue to advocate that all governments agree to observe the 9 principles of 
the Call. 

While we are here today to discuss campaign organizations, we’d be remiss not 
to address other ways Congress can support securing our elections. In our discus-
sions with voting officials around the country we have learned that consistent and 
reliable funding over time will best enable election officials to plan ahead, purchase 
new equipment rather than letting outdated systems remain active, and invest in 
the kind of cybersecurity training and staffing that we expect of all critical infra-
structure owners and operators. Our adversaries are relentless and well-resourced. 
To ensure we can maintain defenses, our State and local voting officials need a du-
rable source of Federal financial support so that the most secure technology can be 
deployed rapidly to ensure our vote is protected. The stewardship of our democracy 
demands nothing less. 

CONCLUSION 

Campaign organizations face the threat of capable, well-funded, and agile adver-
saries. Organizations of any size would struggle to be prepared for these challenges, 
but the size and nature of campaign organizations makes them especially vulner-
able. There is a lot that campaign organizations can do to protect themselves. They 
can create a culture of cyber awareness, encourage everyone associated with the 
campaign organization to turn on two-factor authentication on all their accounts 
(personal as well as organizational), and be aware of phishing campaigns. These are 
the most important actions campaign organizations can take to protect themselves. 
But they need additional help. They will benefit from industry partners providing 
access to tools that support these efforts. They will benefit from NGO’s like Defend-
ing Digital Campaigns and Cyberdome who can help filter and provide tools at af-
fordable rates. And finally, they would benefit from Congressional and Executive 
branch leadership in multi-stakeholder engagement, especially around establishing 
international norms to discourage nation-state attacks against our democratic insti-
tutions. 

Mr. RICHMOND. The gentlelady yields back. Thank—I want to 
thank the witnesses for your testimony. 

I will remind each Member that he or she will have 5 minutes 
to question the panel. I will now recognize myself for opening ques-
tions. 
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Let me start where we just finished, with Ms. Badanes. You 
heard me mention the Louisiana ransomware attack on our sec-
retary of state, and it appears it was the business side of that of-
fice, as opposed to the election side. 

But you mentioned in your testimony that ransomware attacks 
against election infrastructure—how has Microsoft seen this threat 
grow, No. 1? 

No. 2, how can the private sector assist our local governments in 
securing sensitive election systems? 

You mentioned the campaign, so—the infrastructure. 
Ms. BADANES. Thank you for the question. This is a topic that 

Microsoft has been aware of for a long time, ransomware, gen-
erally, an issue. We tend to agree with Director Krebs of CISA, 
who has pointed out recently that ransomware attacks, if timed a 
couple weeks before an election or, indeed, the week of an election, 
could have dramatic effects on the results of the election. 

As you discussed in your opening statements, it could do things 
like tying up the voter registration database, sowing chaos when 
people go to try and vote. It could also, depending on the timing, 
make it difficult or impossible to deliver ballots, or the ballot for-
mats in the right—at the right time. So it is a real concern. 

The reason that we address it—and why I believe Director Krebs 
has, as well—as a potential emerging threat, is because we have 
seen it happen in large and small cities in the recent past. So clear-
ly, we have seen this in Baltimore and Atlanta, and lots of other 
places. Then, of course, the information that just came out this 
morning about what was happening in Louisiana. 

So it is a big concern. It is one that we are working with our 
partners in Government, DHS in particular, to think through what 
steps can be taken to form a resilient response. Because the reality 
is these systems will remain vulnerable, as long as there are people 
trying to attack it. But if they have resilient plans in place, they 
can respond accordingly. 

Mr. RICHMOND. Thank you. 
General Taylor, over the last couple years, since 2016, we have 

put an enormous amount of time from this committee into looking 
at our election infrastructure. We learned in 2016 that our adver-
saries can exploit cybersecurity vulnerabilities in campaign organi-
zations to steal information and spin a divisive narrative. 

How can campaigns help serve as a line of defense against for-
eign influence in our elections? 

General TAYLOR. Well, thank you for the question, Mr. Chair-
man. 

I think the important thing is recognizing that they are a target, 
first, and that they need to invest in cybersecurity. Part of what 
U.S. CyberDome is attempting to provide to them free of charge is 
expert-level capability to protect themselves. 

As I mentioned in my remarks, campaigns are not built to—with 
cybersecurity expertise. They—and the nature of the threat that is 
coming at them requires a very sophisticated understanding of how 
that threat is manifesting itself. That can only be done by security 
experts, cybersecurity experts, and campaigns just don’t have those 
kinds of people, routinely. They are startups only together for 1 or 
2 years, at most, and can’t invest in those kinds of capabilities. 
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Mr. RICHMOND. Thank you. Mr. Stengel, in the beginning of your 
book you stated that disinformation doesn’t create divisions, it am-
plifies them. We know the Russians’ influence of campaigns fed off 
of conflict, manipulating discussions on race relations, gun control, 
global warming, among others, to turn Americans against each 
other. 

How do we equip voters to understand when public debate is 
being manipulated by the Russians or some other adversary to un-
dermine U.S. interests? 

Then the second part of that would be how can we de-politicize 
the conversation about disinformation and foreign-influenced cam-
paigns all together? 

Mr. STENGEL. Thank you for that question, Mr. Chairman. In my 
book I talk about what the Internet Research Agency did in the 
last few weeks, in particular before the election, where they focused 
on African American voters. 

What I meant about that disinformation doesn’t create division, 
it amplifies it, they were trying to get African American voters not 
to vote. There was a bunch of tweets to people who followed the 
site that they created, called Blacktivist, which was created, of 
course, from St. Petersburg, to black voters saying, ‘‘Don’t wait in 
line to vote, vote at home.’’ They were trying to get black voters not 
to vote. They were trying to get voters to vote for minority can-
didates. Joel Stein, for example. 

So they can suppress people’s votes, they can increase enthu-
siasm or decrease it. They are not really going to change people’s 
minds. 

Again, the issue of disinformation is one that people have to be 
aware of. The first line of defense is the fact that we are actually 
talking about it now, and that people have to be skeptical of the 
information that they get, and they need to have some kind of 
media literacy, where they check the information against other 
sources. Ultimately, that is what the Russians try to do, not so 
much get people to believe their point of view, which they don’t 
have, but to make them doubt the voracity of everybody else. 

Mr. RICHMOND. Thank you. My time is up. I will yield back, and 
I will now recognize the Ranking Member of the subcommittee, the 
gentleman from New York, Mr. Katko. 

Mr. KATKO. Thank you, Mr. Chairman, and thank you all. I have 
about 30 minutes of questions, but I know I only have 5, so I will 
get through as much as I can. 

Ms. Badanes, a lot of questions I would like to ask you, but first 
of all, on your computer laptop you have a sticker that says, ‘‘Pro-
tect 2020.’’ Could you briefly explain what that represents? Because 
I know what it does. What was Microsoft’s interaction with 2020, 
if anything? 

Ms. BADANES. Sure. Well, I have a couple stickers here that were 
actually produced by DHS with CISA. Protect 2020 represents an 
initiative by lots of different stakeholders. To protect our elections 
we need participation from governments, private sector, academics. 
It is really going to be a collaborative effort. 

So they are very generous with giving out their stickers, so that 
all of us who are part of that effort can display how much we care 
about this. 
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Mr. KATKO. What is Microsoft’s role in that effort? 
Ms. BADANES. We have a variety of initiatives. We have some se-

curity initiatives, obviously, for campaigns, as I mentioned in my 
opening statement. But we also do work around election security. 
We actually have an open source software development kit, where 
we are inviting people to come in and use it in their elections, to 
ensure that a voter’s vote makes it all the way through. So we have 
several initiatives that we are doing. 

We try and identify places where Microsoft fits, where our re-
sources and our knowledge and people are a good fit to fill some 
gaps. 

Mr. KATKO. It is a free tool that local election officials can use. 
But is it fair to say we only have about 25 percent of the local offi-
cial agency—election agencies using that tool? 

Ms. BADANES. Currently, it is not used by anyone. It is an open 
source, and we want to have some pilots. 

Mr. KATKO. I am thinking of something else, then, I am sorry. 
Ms. BADANES. OK. 
Mr. KATKO. Whatever it is. But I know something with CISA, 

where 25 percent of the people are not taking up with CISA’s free 
assistance—— 

Ms. BADANES. Oh—— 
Mr. KATKO [continuing]. To give them assistance with their local 

elections. That—I am concerned that—why they wouldn’t be taking 
up—it is a free advice, and they get free notification updates as to 
security vulnerabilities, and they are not using them. I just—for 
the life of me, I can’t understand why. 

Ms. BADANES. I am not sure. 
Mr. KATKO. Yes, OK. Well, Mr. Blaze, I know we have had some 

discussions with you in the past, and you have described the elec-
tion security vulnerabilities as follows. Basically, no matter what 
we do, it is never going to be perfectly secure, but there is ways 
you can minimize the risks. 

So obviously, making sure the machines that actually do the tab-
ulation are off-line, and they have a separate, verifiable way—usu-
ally it is through paper, but maybe some other ways, as well, but 
generally through paper—so we have a recording of the actual vote. 

Then, you want—I think you said in your testimony, and I have 
heard you say it before—the risk-limiting audit is a great tool to 
go back and do. Now, the concern I have is something General Tay-
lor mentioned, and some others alluded to. A lot of these local elec-
tion agencies don’t have the funding to do what we need them to 
do. So I would like to hear from you all as to what we should be 
doing in that regard, because whether it is a risk-limiting audit or 
other types of audits you can do afterward, having the paper trail 
and going back and doing the spot checks, to me, is the only way 
to really ensure the integrity of the numbers and the tabulations. 

Some jurisdictions are better than others. But again, a lot of 
them do not participate—are not able to do this. So what can we 
do to fill that gap? I would like to hear from any of you. 

Mr. BLAZE. So I will start off by saying that I agree with you 
completely, and there is wide variance among the thousands of 
election administrators throughout the country in capability and 
funding and interest. 
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You know, one thing that we can do is, you know, infuse funding 
specifically to replace voting equipment with those that use paper 
ballots to conduct risk-limiting audits, to share experience—— 

Mr. KATKO. The problem is, I think—I don’t want to interrupt 
you, because we are short on time, but—a lot of jurisdictions will 
get the funding, but they will choose not to do risk-limiting audits, 
they will put it into hardware. 

So what—just briefly, if you can, I want to give the others an op-
portunity, as well—what can we do? 

Mr. BLAZE. Right. 
Mr. KATKO. What should we be doing? 
Mr. BLAZE. Well, we have to recognize in any funding initiative 

that the audit step is at least equally important. 
Mr. KATKO. OK, OK. 
Mr. BLAZE. That is absolutely critical. 
Mr. KATKO. OK. Mr. Stengel, General? Anybody want to add any-

thing to that? 
Mr. STENGEL. No, go ahead. 
General TAYLOR. You know, I think of this, Mr. Katko, as—I look 

at the defense industrial base and how long it took that organiza-
tion, those organizations to really kind-of realize what the threat 
is. I don’t think—I think this is a long-term strategy. I think the 
investment that you have made in funding for CISA’s election secu-
rity is a huge step in the right direction. 

I think they have done an excellent job of getting the confidence 
of the Secretaries of State. I think, over time, that will filter down. 
But it is a long, tedious process. But as we set the standards and 
best practices, I am confident it will roll to the—to every level of 
our election infrastructure. 

Mr. KATKO. OK. Anybody like to offer—— 
Mr. STENGEL. I would only say I am the disinformation guy, not 

the campaign security guy. 
[Laughter.] 
Mr. STENGEL. While you can harden election voting systems, it 

is very hard to harden anything to prevent disinformation, in part 
because people welcome it. It is part of confirmation bias. 

Mr. KATKO. Right. That is part of the problem here. People have 
to understand that there is election interference, but that—which 
we know is going on right now, and that is what you are trying 
to stop. 

But then we also have what we are all concerned with, is them 
actually hacking into the tabulations. We haven’t seen that yet, 
and that is what we are trying to guard against. They are certainly 
trying to do it, and that is why we need to have these risk-auditing 
procedures, to make sure that those numbers have integrity. 

But I thank you all and yield back the balance of my time. 
Mr. RICHMOND. The gentleman from New York yields back. I will 

now recognize the gentleman from Rhode Island, Mr. Langevin, for 
5 minutes. 

Mr. LANGEVIN. Thank you, Mr. Chairman. I want to thank our 
witnesses for your testimony today. 

There is certainly no greater responsibility we have than to pro-
tect our elections, if we are going to protect our democracy. I appre-
ciate the work you are doing in helping us to get to a better place. 
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Mr. Stengel, I will start with you, if I could. In your testimony 
you mentioned that—the rise of domestic disinformation is becom-
ing an even greater threat than external disinformation campaigns, 
as we approach 2020. 

So I wanted to ask you, and you can please elaborate, on why 
you are saying domestic disinformation is becoming a threat now, 
and why you assess it a greater threat and scope than the external 
campaigns like the Russian interference that much of the focus has 
been on. 

Mr. STENGEL. So one of the organizations that I am affiliated 
with is the Digital Forensics Lab at the Atlantic Council, and they 
evaluate that there has been a very large increase in domestic 
disinformation. 

When you think about it, even if you talk about the 100,000 
items that the Internet Research Agency placed on Facebook, or 
the more than 10 million tweets, it—they—it gets leverage, and it 
gets virality from Americans, not from other Russians. Yes, the 
Russians have a bunch of bots, but all of this is picked up by Amer-
ican users, and then it is amplified, and that creates the volume, 
domestically, which is actually larger than the disinformation that 
is created by the Russians and other actors. 

Mr. LANGEVIN. But was it started externally and just—are you 
saying amplified it internally, or are you talking about it is—— 

Mr. STENGEL. Yes, so—— 
Mr. LANGEVIN. Generated by some organized internal effort? 
Mr. STENGEL. It is—the foreign stuff is started externally, and 

then it is amplified internally. But there is plenty of domestic 
disinformation from all kinds of fringe groups on the right and the 
left, and a lot of experts believe that the domestic space—domestic 
disinformationists will actually ultimately dwarf the foreign 
disinformationists. 

Mr. LANGEVIN. So in your testimony—continuing on with you, 
Mr. Stengel—you testified that democracies just aren’t very good at 
combating disinformation. I certainly—I agree. One of the things 
that I focused on, along with one of our new Members of the sub-
committee, Ms. Slotkin, is building resilience to disinformation, 
much as we have built resilience to cyber attacks or acts of terror. 

So can you please elaborate on how you believe we can build re-
silience? What does digital literacy education look like? How can 
we teach digital literacy to Americans of all ages, including older 
Americans who are already out of school? 

You know, I understand the idea of, you know, debate and dis-
course, but this is something different than we are talking about. 
How do we build in this resilience to disinformation? 

Mr. STENGEL. Yes, I mean, the—I agree with the thrust of your 
question. 

One of the things I found in Government, as a person who used 
to create content, is that countering content by us is often counter- 
productive. People are not receptive to it, and we are the enemy 
that they are already attacking. 

I do think digital literacy and information literacy is something 
that should be taught in the schools. I suggest that, actually, the 
platform companies should be financing those kinds of lesson plans. 
There are a number of organizations, non-profits, that teach digital 
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literacy and media literacy. I think, in the future, we will look at 
the fact that we didn’t teach this in schools as silly as not teaching 
computer programming. 

So part of it is this—the resilience is to make people a little bit 
more skeptical. I think the fact that we are talking about it, about 
disinformation in general, is the first line of defense because it 
makes people a little bit wary of the information that they do get. 
That is, in fact, a good thing. 

Mr. LANGEVIN. Critical thinking is the—I think the key here. But 
thank you for that perspective. 

Dr. Blaze, Professor Blaze, good to see you again. You mentioned 
in your testimony that hostile state actors can be particularly for-
midable, because their goal may simply be to disrupt an election 
or call into question its legitimacy, instead of electing a particular 
candidate. I agree with that concern. 

Unfortunately, we know that Russia succeeded in causing voters 
to lose confidence in the election system in 2016. What steps can 
we take to maintain voters’ confidence in our elections, even in the 
case of disruption? How can we restore lost confidence in our sys-
tem? Are these solutions largely technical, or are there policy or 
strategic communications avenues that we should be pursuing? 

Mr. BLAZE. Well, certainly there are, you know, policy compo-
nents to all of this. My expertise is on the technological things we 
need to do. 

What I would strongly advocate is that we harden the systems 
as best we can so that, by the use of things like hand-marked 
paper ballots and risk-limiting audits conducted routinely, election 
officials have a good answer when people question the legitimacy 
of the outcome. We can say we are doing rigorous techniques that 
give us high assurance and high confidence in the outcome of the 
election, in spite of the inevitable weaknesses and inevitable at-
tacks against them. 

Similarly, we need to harden things like voter registration data-
bases, procedures for handling provisional ballots and so forth, so 
that when disruptions occur, we can recover from them quickly 
enough so that there is no question about whether people were able 
to vote in the first place. Those are, you know, critical technical 
safeguards that serve as a foundation for the policy initiatives that 
you discussed. 

Mr. LANGEVIN. Thank you. I know my time has expired, but 
thank you all for your testimony here today. Your perspective is 
very helpful. 

Thank you, Mr. Chairman. I yield back. 
Mr. RICHMOND. The gentleman from Rhode Island has yielded 

back. The gentleman from Texas, Mr. Taylor, is now recognized for 
5 minutes. 

Mr. TAYLOR. Thank you, Mr. Chairman. I appreciate the wit-
nesses being here. 

Professor Blaze, I really appreciated your testimony. I just want-
ed to ask one question. So you are recommending that we go to a 
paperless—recommend we get rid of paperless DRE voting ma-
chines and go to precinct-counted optical scan ballots. So that is 
your recommendation, right? 
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Mr. BLAZE. That is correct. I should point out that is not merely 
my recommendation. 

Mr. TAYLOR. Oh, sure. 
Mr. BLAZE. A National Academies report represents the con-

sensus of experts on this, the foundation of that—— 
Mr. TAYLOR. If—what is a realistic projection to try to implement 

that at the Federal level? I mean, is that something we could do 
for the next—for the primaries in March? Is that something we 
could do for the general election next fall? Is that something that 
we could do over a 4-year period, 6-year period? Do you have any 
projection for kind-of what would be a reasonable time frame to get 
that done? 

Mr. BLAZE. Some States are already using the technology that is 
needed, so that is great. Other States are not. There is certainly 
some lead time in—for purchasing, for training, and for ultimate 
deployment. 

You know, I think, certainly, the primaries—for any State not 
using that equipment right now, the primaries are a pretty aggres-
sive goal to have. 

The general election is also an aggressive goal, but it is not one 
that is out of the question to achieve, if we have a—if we have, as 
we should, a strong interest in doing so. 

Mr. TAYLOR. But—OK. Maybe—if you haven’t put pen to paper, 
I am not trying to put you in a box. Have you put pen to paper 
on this, or is this just kind of a recommendation? 

Mr. BLAZE. Well, it is—you know, it is highly variable from juris-
diction to jurisdiction. So it is hard to generalize about how to de-
ploy it—— 

Mr. TAYLOR. You are fine. Again, I am not trying to put you in 
a box. Just—different people have different ideas on how long it 
takes to do these—some of these things, and some of them are real-
ly—it is a big ask, right, to do every voting machine in America 
and change it over? 

I appreciate that you haven’t—I think it is probably fair you 
don’t know, which is fine. I don’t know, either. But I think I would 
certainly want to give it a few years to try to do something of this 
magnitude. 

Your comments on voter registration on page 3 of your written 
testimony, there is an implicit supposition within a voter registra-
tion—that you are saying that voter registration is important. Is 
that a fair statement? 

Mr. BLAZE. Certainly the integrity of the voter registration data-
bases is absolutely critical to conducting—— 

Mr. TAYLOR. OK. 
Mr. BLAZE [continuing]. High-integrity elections. 
Mr. TAYLOR. So, you know, in my home State of Texas, we re-

quire—people can mail in voter registration, but they actually have 
to vote in person and be verified that it really is a human being, 
and not, you know, someone trying to steal an election by mailing 
in 100 voter registrations and get 100 mail-in ballots, and then fill 
those back in. 

So a system of voter—so we have voter registrars in Texas. We— 
so we have a series of checks to try to make sure there isn’t fraud, 
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which I assume you would believe would—fraud undermines a be-
lief in the election system. Is that a fair statement? 

Mr. BLAZE. Absolutely. I think we are fortunate that studies 
have shown that fraud at the individual voter level is, fortunately, 
quite rare. 

Mr. TAYLOR. Well, that may be your experience, but certainly not 
mine. 

So what I—but just going back to trying to stop fraud, so again, 
in Texas we have a very—a system for trying to stop fraud on a 
voter registration basis. Do you think we should throw out that 
system? Should we throw out the voter registration systems in all 
the States, and sort-of let people register however they would 
choose? 

Mr. BLAZE. Well, you know, I certainly think that making it easy 
for people who are authorized to vote to become part of the voter 
rolls is a critical function of any election system. 

Mr. TAYLOR. Does it make sense to have—— 
Mr. BLAZE. And—— 
Mr. TAYLOR [continuing]. Some mechanism—— 
Mr. BLAZE. And—— 
Mr. TAYLOR. Does it make sense to have a mechanism to make 

sure that voters are really voters, and not people trying to steal 
elections? 

Mr. BLAZE. That is certainly one of the roles of each State, to—— 
Mr. TAYLOR. So that is a yes? 
Mr. BLAZE [continuing]. To perform. 
Mr. TAYLOR. It makes sense to stop people from stealing elec-

tions, or we should just throw open—get rid of the registrar system 
in this country and let anybody who wants—let anybody register 
anybody? 

Mr. BLAZE. Well, it ultimately is a risk management question. So 
I think, in order to properly answer that—and it is, you know, a 
bit outside of my own expertise—we would have to, you know, 
weigh the expected amount of fraud, which, as I understand it, is 
relatively small, but that is, again, not my area, against the benefit 
of making it easier for people to vote. 

Mr. TAYLOR. So should we get rid of States’ provisions for pro-
tecting the voter registration system or not? 

Mr. BLAZE. Well, the—you know, I think—— 
Mr. TAYLOR. That is a yes-or-no question. 
Mr. BLAZE. I will defer to the National Academies study on the 

precise recommendation—— 
Mr. TAYLOR. So you don’t know? 
Mr. BLAZE. [continuing]. Managing voter registration databases. 
Mr. TAYLOR. What do you—— 
Mr. BLAZE. I am here to discuss—and my expertise is on—the 

technical protections—— 
Mr. TAYLOR. But your—you are testifying in writing that you 

think that voter registration is important to protect, right? 
Mr. BLAZE. Absolutely. 
Mr. TAYLOR. OK. Should we have laws to protect that, or not? 
Mr. BLAZE. Well, of course, we should have laws to protect that. 
Mr. TAYLOR. Thank you. 
Thank you, Mr. Chairman. I yield back. 

VerDate Mar 15 2010 17:12 May 20, 2020 Jkt 000000 PO 00000 Frm 00048 Fmt 6633 Sfmt 6602 H:\116TH\19CI1119\FINAL\19CI1119 HEATH



45 

Mr. RICHMOND. The gentleman’s time has expired. I now recog-
nize the gentlewoman from Illinois, Ms. Underwood. 

Ms. UNDERWOOD. Thank you, Mr. Chairman. I am really excited 
to take part in this committee’s third hearing this Congress cen-
tered on election security. I greatly appreciate the commitment and 
leadership shown by both Chairman Thompson and Chairman 
Richmond, who recognize the present and growing threat foreign 
adversaries pose to our most sacred democratic institutions. 

On-line disinformation is one of those growing threats as we ap-
proach the 2020 election. Last year, for the first time ever, more 
Americans got their news from social media than they did from 
print newspapers. 

So to Mr. Stengel, what should social media companies be doing 
to prevent attempts to sow disinformation on their platforms, and 
are they doing it? 

Mr. STENGEL. Yes, I would just note that you can get news from 
the New York Times and the Washington Post on your phone, as 
well. 

But I do recommend—and I wasn’t explicit about it in my testi-
mony, but I think amending the Communications Decency Act, par-
ticularly section 230, to give the platform companies liability for 
the content that they publish. 

Right now they are not considered publishers. They have com-
plete immunity from everything that they have. As I say, they can’t 
have the same liability that a newspaper has, or a magazine, just 
in part because of the volume. But they need to make a good-faith 
effort, a reasonable effort, to take off different types of content that 
violate their terms of service. I would argue hate speech, demon-
strably false speech, deep fakes don’t have a role in our elections. 

Ms. UNDERWOOD. And—— 
Mr. STENGEL. They need to have liability for taking that stuff 

down. 
Ms. UNDERWOOD. OK. So my constituents, like many others in 

the country, want to learn more about how they can increase their 
social media literacy. So could you answer this question that was 
submitted by one of my constituents? 

Can you clearly describe the difference between misinformation 
and disinformation? 

Mr. STENGEL. Yes. I would define the difference as follows: 
Disinformation is deliberately false information meant to deceive; 
misinformation can be just a mistake. It is not necessarily delib-
erate, although it can be. Disinformation is the much more dan-
gerous and damaging version of that. 

Ms. UNDERWOOD. From your point of view, it is the 
disinformation that is being used by the foreign adversaries on the 
social media platforms. 

Mr. STENGEL. Yes, the Russian disinformation, which we are 
very familiar with, was false information designed to deceive. Part 
of the reason disinformation is effective is it often has a kernel of 
truth in it. It is not completely made up out of whole cloth, it is 
a combination of fact and fiction. 

Ms. UNDERWOOD. Mr. Blaze, thank you and DEFCON Voting Vil-
lage for organizing the informational briefing last month for Mem-
bers of Congress. I appreciate your efforts to call attention to the 
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security gaps present in way too many of our voting machines used 
across the country. 

What more do you believe voting equipment vendors need to be 
doing to reduce vulnerabilities? 

Mr. BLAZE. Well, first of all, thank you so much for having us. 
The—you know, ultimately, vendors have 2 roles here. First is it 

is critically important that they be responsive, and welcome reports 
of vulnerabilities and reports of bugs and problems in their system, 
and rapidly turn that around into defenses against those well- 
known vulnerabilities. We have seen the—since 2007, the same 
vulnerabilities present in deployed systems used for live elections, 
and there is really no reason that those cannot have been fixed by 
now. 

But second, vendors—I would urge vendors to produce systems 
in accordance with the recommendations of the National Academies 
study, which very firmly reject DRE technology that is still being 
produced, still being sold by the major voting vendors, even though 
we understand that it cannot be adequately secured, and we cannot 
perform risk-limiting audits on it. 

Ms. UNDERWOOD. Thank you. 
Mr. Stengel, as a former senior State Department official, you 

have been on the front lines of dissecting and analyzing how for-
eign governments and other non-state actors are weaponizing infor-
mation. We also just heard the Ranking Member inquire about the 
appropriations, and how much money the Federal Government is 
appropriating. 

In a field hearing in my district last month we had an expert sit-
ting on a panel like this testify that the United States would need 
to spend $2.2 billion in order to properly secure Federal elections 
ahead of 2020, and we have seen news reports of Senator McCon-
nell being willing to appropriate 10 percent of that, $250 million. 

Based on your expertise, do you feel this administration’s re-
sponse and preparations for the upcoming 2020 election are suffi-
cient? If not, what improvements would need to be made? 

Mr. STENGEL. Again, I am not an expert in election security, but 
from—even from the premise of your question, I think we don’t 
spend nearly enough on election security. In fact, we don’t make 
elections easy for people to vote in, whether that is changing the 
date to a weekend, whether that is opening several days. 

I do think it is quite extraordinary, when you think of the—you 
know, the marketing budget of a company like Proctor and Gamble, 
it is probably $25 billion, and we spend less than $1 billion on our 
own election, it shows what we value and what we don’t value. 

Ms. UNDERWOOD. Sure. The 2020 election is now less than a year 
away, and we must not be caught off guard. I appreciate all the 
witnesses for being here today to offer your recommendations and 
work to ensure elections are secure. 

I yield back. 
Mr. RICHMOND. The gentlelady from Illinois has now yielded 

back. I will now recognize the gentlewoman from Texas, Ms. Jack-
son Lee. 

Ms. JACKSON LEE. Thank you, Mr. Chairman, and thank you to 
the full committee Chair, Ranking Member, subcommittee Ranking 
Member. This is a very important hearing. 
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It is good to see you again, Mr. Stengel, and thank all of you for 
your work here in the—here at the—in the Government, Federal 
Government, that some of you have worked in in the past. 

Let me say how serious this hearing is. Probably to ensure that 
democracy thrives, we probably need to have these meetings almost 
every other day. 

Let me frame my questions from the perspective of 2 points that 
I want to make. It is general knowledge, and in the recent im-
peachment investigations even stated, that Russia intends to inves-
tigate—excuse me, to interfere with the 2020 elections. 

Mr. Stengel, I just want to go to you, having experience in the 
State Department, and being an avid expert on international 
issues. Do you have any knowledge of Ukraine’s involvement in the 
2016 election? 

Mr. STENGEL. I do not. 
Ms. JACKSON LEE. Do you have knowledge of the—in the general 

arena of information—that the intelligence community documented 
that Russia interfered in the 2016 election? 

Mr. STENGEL. Yes. I mean that is absolutely indisputable, and 
we saw that both from Classified sources and non-Classified 
sources. 

Ms. JACKSON LEE. So let me go to General Taylor. Thank you 
very much. Let me go to General Taylor. 

Thank you, welcome. It is good to see you again. I have been on 
this committee since the heinous act of 9/11. I have seen superior 
[sic] and consistent Secretaries of Homeland Security. We may 
have had a policy difference here and there, but I have seen the 
Department take its rightful role in securing the Nation. 

Certainly we know that we can improve from 2016, but tell me 
what the state of DHS is as we go into the 2020 elections, in terms 
of its capability, staffing, leadership on this very vital issue of elec-
tion security, in your opinion. 

General TAYLOR. In my opinion, Congresswoman, the most heart-
ening thing I see in DHS around this issue of election security is 
CISA, and the investment that this committee has made in making 
CISA more capable of addressing this issue, and the work that 
CISA has done to build confidence in the secretaries of state, and 
down to the State and local election officials. So—— 

Ms. JACKSON LEE. Do we have the staffing and the orderliness 
that we need, going into 2020, in this Department now? 

General TAYLOR. I think we have a huge start. But as you have 
mentioned, this is—to me, this is the same issue we face as we left 
9/11. This is not going to happen overnight. It is going to happen 
with consistent investment over time, and confidence-building in 
our State and local officials that the Federal Government is here 
to help, not necessarily to get in the way. 

We have done that on counterterrorism. It has taken 15 years. 
We can do it on election security. I think CISA is well on its way 
to getting that—— 

Ms. JACKSON LEE. You feel the staffing presently—I don’t know 
if you have access to—— 

General TAYLOR. I do not. 
Ms. JACKSON LEE. So you cannot comment on the staffing that 

we presently have in DHS—— 
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General TAYLOR. I can only comment on the investment this com-
mittee—— 

Ms. JACKSON LEE. Right. 
General TAYLOR [continuing]. Has made—— 
Ms. JACKSON LEE. But not on the implementation. 
General TAYLOR. Correct. 
Ms. JACKSON LEE. Thank you. Let me—thank you very much. 
Let me—Dr. Blaze, your expertise in what could happen, let me 

ask you whether you feel comfortable as to whether or not we are 
actually prepared for a disruption that we might not expect. 

I am introducing something called the failsafe elections bill that 
deals with paper ballots and other issues. But, in particular, it is 
to secure the technology, the attentiveness to the question of what 
could happen that were not expected. If you would—if I could yield 
to you on that question. 

Mr. BLAZE. Well, I will say that, of course, we don’t know what 
we don’t know. 

But I will say that one thing we do know is that if there has not 
been a large-scale disruption or attack against our election infra-
structure that has been successful, it is not because our systems 
are robust, but rather because nobody has seriously tried to do it. 

I think it is only a matter of time before our national adversaries 
turn their resources in earnest on us, and—— 

Ms. JACKSON LEE. Give us one thing—and so 2020 might be the 
year. We don’t know. Give us your 1 or 2 that we really need to 
deal with in this short period of time, as we move to 2020. 

Mr. BLAZE. Vastly increased resources to protect State and local 
election infrastructure, rapid deployment of paper ballot voting ma-
chines, and risk-limiting audits. 

Ms. JACKSON LEE. Mr. Stengel, my last point on the 
disinformation, I just want to be clear on what you said, because, 
as you well know, in past elections African Americans have been 
told that the election day is on Saturday, and in actuality it was 
on Tuesday. Absolutely disinformation to oppress, suppress the 
vote. 

Did you say that disinformation, the provider’s obligation to take 
it down, they should be liable for it? Was that what you were say-
ing, or—— 

Mr. STENGEL. I think disinformation—— 
Mr. RICHMOND. The gentlelady is out of time. I will permit you 

to answer the question. 
Mr. STENGEL. I think disinformation, which is deliberately false 

information that is meant to deceive, if it is proven false, if it is 
indisputably false and meant to deceive, yes, the platform company 
should take that down. 

Ms. JACKSON LEE. Thank you so very much. I yield back. 
Mr. RICHMOND. The gentlelady yields back. We will do a second 

round of questioning, and I will yield 5 minutes to myself. 
General Taylor, Congresswoman Underwood asked the question 

of if we are doing enough, or if the administration and the Federal 
Government is doing enough on election security. Would you like 
to weigh in on that? 

General TAYLOR. As I said in answering Ms. Jackson Lee’s ques-
tion, I think we have begun a process that is going to take time 
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to build the confidence in State and local election officials that we 
can benchmark each other and improve the cybersecurity status of 
our election systems. 

I have a great deal of confidence in Mr. Masterson over at CISA, 
and the work that he has done since he has been leading the elec-
tion security effort there. I think it is developing good fruit. It is 
not—nowhere near where it needs to be over time. 

I don’t think this is one—again, I think of it from a war on ter-
rorism point of view, and it took us almost 15 years to develop the 
capacity to do what we have done here since 9/11. So I see it in 
that vein. 

Mr. RICHMOND. Ms. Badanes, let me ask you. In October Micro-
soft reported significant cyber activity by a threat group you called 
Phosphorous, which targeted a U.S. Presidential campaign. Can 
you tell us more about that cyber activity? No. 1, how Microsoft 
found out about it, and No. 2, what did you do with that informa-
tion? 

Ms. BADANES. Sure. There is a group at Microsoft called Micro-
soft Threat Intelligence Center. We call them MSTIC. For the last 
10 years they have been, essentially, hunting nation-state adver-
saries. They track a lot of their behavior and identify if they are 
attempting to target any of our customers. 

So recently they noticed that a group that we call Phosphorous, 
as you noted, who operates out of Iran, was targeting the indi-
vidual personal consumer accounts of a lot of very interesting tar-
gets. They were current and former Government officials, members 
of the media, and, as you mentioned, a staffer for a Presidential 
campaign. 

Once they were able to confirm that information, and make sure 
that what they were seeing checked out with a few other sources, 
they then started notifying. So we notified the individuals who had 
been attacked, provided them with actionable information—in 
many cases, things that they could do to check their own logs 
themselves. Then we notified our friends and colleagues in Govern-
ment to let them know the activity we were seeing. 

Then, the final step we took was actually talk about it publicly. 
We put out a blog post, where we described the action we were see-
ing, because we thought it was very important to be transparent 
when we see that kind of activity, especially the kinds of customers 
they were targeting. 

Mr. RICHMOND. Thank you. Let me ask the panel just some gen-
eral questions. If you could just say yes or no, it would be very 
helpful. 

No. 1, it is universally agreed without much contradiction that 
Russia did, in fact, meddle in the 2016 Presidential election. Would 
you agree? 

General TAYLOR. Yes, sir. 
Ms. BADANES. Yes. 
Mr. BLAZE. Yes. 
Mr. STENGEL. They didn’t meddle; they attacked our infrastruc-

ture and the core of our democracy. 
Mr. RICHMOND. Agreed. Second, and there are nation-state ac-

tors, and there are a lot of people out there that are trying to affect 
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the 2020 election, from infrastructure to disinformation to our very 
voting machines. Would you agree with that? 

General TAYLOR. Yes. 
Mr. BLAZE. Undoubtedly. 
Ms. BADANES. Yes. 
Mr. STENGEL. Yes, and the Senate Intelligence Committee report 

said the Russians have done more since 2016 than they did leading 
up to 2016. 

Mr. RICHMOND. Would you also universally agree that the Fed-
eral Government has not put the resources there to combat and 
protect our very democracy that depends on fair, free elections, 
where every vote matters? 

Mr. STENGEL. Yes. 
General TAYLOR. Yes. 
Mr. BLAZE. Yes. 
Ms. BADANES. More could certainly be done. 
Mr. RICHMOND. Then let me ask you another question, because 

it always comes up from people about this rampant action by indi-
vidual citizens to go vote who are not voters, and that there is 
some alleged rampant election fraud perpetrated by individuals. 

Has anyone seen or aware of a rampant effort by U.S. citizens 
to vote who may not be qualified to vote, or election fraud? 

Mr. STENGEL. No. 
General TAYLOR. Not that I have seen. 
Mr. BLAZE. Not that I am aware of. 
Ms. BADANES. It is not my area of expertise, but no. 
Mr. RICHMOND. I will just close with this. It is very important 

for the people in this country to believe in the elections that we 
have, and that the person who wins is the person who was sup-
posed to win, and received the most votes in the regular election, 
or, in the case of a President, did in fact win the State so that they 
could win the electoral college. 

I want to thank you all for what you all are doing, the effort that 
you are putting forward, to make sure that you offer your subject- 
matter expertise to how we protect our elections, how to make sure 
they are fair, how to make sure the winner is the winner. So I just 
want to thank you all for coming. 

With that I will yield back and yield to the Ranking Member of 
the full committee, Mr. Katko. 

Mr. KATKO. Thank you, Mr. Richmond. Those are great ques-
tions, I think, and they establish how serious the predicament we 
are in right now. 

A couple of quick questions for Mr. Blaze. If you can keep your 
answers really short, then I got a question for everybody. Mr. 
Blaze, just a point of clarification. About what percentage of voters 
in the United States have a paper ballot to—back-up system? 

Mr. BLAZE. That number has, fortunately, been increasing. I 
don’t have the precise number at my fingertips. I believe there are 
something like 19 States, currently, that don’t use any form of 
paper. 

Mr. KATKO. OK, all right. I wanted to just have you briefly ex-
plain what a risk-limiting audit is, and what the costs are involved 
in a risk-limiting audit. 
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Mr. BLAZE. All right. I will be as brief as I can. Essentially, a 
risk-limiting audit is a statistical technique for sampling ballots 
and comparing, by a human observation—— 

Mr. KATKO. After the election—— 
Mr. BLAZE. After the election, comparing by human observation 

what is printed on the ballot with what was recorded. 
To the—as you see more ballots that match, you gain more con-

fidence that the machine tally showed you the correct election out-
come. If you see mismatches you have to look at more ballots and 
compare them. 

Mr. KATKO. The risk, of course—the problem is a lot of the local 
election districts simply don’t have the manpower or the funds to 
do that. Correct? 

Mr. BLAZE. That is right. Manpower, funds, experience, and man-
date. 

Mr. KATKO. OK. Now I want to ask a question for all of you, and 
I think I will start with Mr. Stengel, because you kind-of alluded 
to this a little bit, that Russia is, in particular, is refining their ef-
forts in this regard. 

How has Russia’s strategies evolved with respect to election in-
terference in 2016, and what should we be most concerned with 
with what they are doing now that they didn’t do in 2016? 

Mr. STENGEL. Yes, I don’t know the answer to the question of 
how—of what—of how the Russian strategy has evolved. What I do 
know is that the platform companies have taken down extraor-
dinary amounts of content. 

There was an extraordinary story this past week that Facebook 
had eliminated 5.4 billion—that is B, with a B—fake accounts. I 
don’t know how many of those were Russians, but certainly a sig-
nificant number. 

The reporting that I have read about this—and I don’t have ac-
cess to the same intelligence I used to have—is that they are doing 
more microtargeting this time. They are looking at voters where 
there is already existing divisions, and trying to widen them and, 
again, sowing doubt about the integrity of the election. That is 
their ultimate goal. 

Mr. KATKO. OK. Anybody else want to add to that? 
General. 
General TAYLOR. I agree. I think the one thing I learned in 40 

years of intelligence, if something works well, keep at it and get 
better at it. I think that is what the Russians learned in 2016, and 
they have—their efforts have continued to evolve to get more so-
phisticated and more effective. 

Mr. KATKO. OK. Ms. Badanes, anything you want to add to that, 
or—— 

Ms. BADANES. All I would add is it is important to note that they 
are likely not the only player in the game this time around. So, 
while the strategies of one adversary are important, from the pro-
tection standpoint the tactics are a lot of what we look at, how 
campaigns and election officials protect themselves regardless of 
who is coming after them. 

Mr. KATKO. OK. So what have we done better that we didn’t do 
in 2016? What have we done—we, being the election officials in the 
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Federal Government—to help with the election officials? What have 
we done better? 

What—and then, last, what else can we do? So you can add 
that—— 

General TAYLOR. I will start. When Secretary Johnson indicated 
that the election infrastructure would be part of our—critical infra-
structure was the first step. I think the investment that Congress 
has made in CISA and CISA’s activities, and the confidence that 
they built among state—secretaries of state has been a huge step 
forward from where we started. 

I think you will recall when Secretary Johnson first designated 
elections as critical infrastructure, the pushback from the States 
was pretty significant. I think we have built a lot more confidence 
that the Federal Government is truly here to help, not to dictate 
how elections are run. 

Mr. KATKO. Anybody else want to add to that? 
Ms. BADANES. I would just add that the communication amongst 

all the stakeholders has vastly improved. We recognize that in 
2016, a lot of time, if something happened in a municipality, they 
didn’t know who to call. They didn’t know who to call at the FBI, 
DHS. If it was a platform company or a tech company, they weren’t 
sure who to reach out to. 

Those communication lines are much stronger. There have been 
many tabletop exercises and other activities to ensure that people 
know how to respond if and when something does occur. 

Mr. BLAZE. I will add to that that there is now consensus from 
technical experts on precisely what to do that didn’t exist at the 
time the Help America Vote Act was passed. We are—have the 
benefit of pretty clear guidance from the National Academies re-
port, for example, on precisely how to introduce new resources to 
better protect our elections. 

Mr. STENGEL. I would only say that, in combating disinformation, 
which is different than what we are talking about here, I am not 
aware of anything that Congress or the Federal Government has 
done to combat disinformation. 

Mr. KATKO. OK. I would yield back the balance of my time. 
Thank you. 

Mr. RICHMOND. The gentleman from New York yields back. I now 
recognize the gentlewoman from Illinois, Ms. Underwood, for 5 
minutes. 

Ms. UNDERWOOD. Thank you, Mr. Chairman. 
In Dr. Blaze’s written testimony, you outlined a series of tech-

nical observations about the election infrastructure that we have in 
our country. I just wanted to just drill down on this point. 

Which do you think is the most vulnerable, ahead of 2020? 
Mr. BLAZE. Well—— 
Ms. UNDERWOOD. For a cyber attack. 
Mr. BLAZE. Right. So I think the—aside from the voting ma-

chines, which have been discussed quite a bit, the protection of 
back-end infrastructure, particularly the voter registration data-
bases that are used to produce the poll books that voters check in 
with on Election Day, are utterly critical to protect, and we have, 
literally, thousands of different election administrators all pro-
tecting them in slightly different ways. 
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Ms. UNDERWOOD. That is so alarming to me. I am from Illinois. 
I represent a community in northern Illinois. That was exactly 
what got hacked for us in 2016. It was the on-line voter registra-
tion systems and some 76,000 Illinois voters, whose information 
was compromised. 

OK. So in General Taylor’s written testimony, you went into 
some minimum standards for campaign cybersecurity. In your writ-
ten testimony you said that there should be an incentive to spend 
certain dollars across the board amongst campaigns to incentivize 
each campaign to make those investments. 

I am just wondering if you wanted to expand for the committee 
about what you think that type of incentive should look like, or 
what those campaigns should be investing in, more specifically. 

General TAYLOR. Well, specifically, what I am referring to there 
is the fact that campaigns, by and large, are start-ups, and don’t 
have the expertise or—to do sophisticated cybersecurity against the 
adversaries that they face. 

Ms. UNDERWOOD. Right. 
General TAYLOR. So the encouragement would be for them to 

work with a company or an organization like U.S. CyberDome to 
provide that expertise in a systematic way with funding from do-
nors to our 401—501(c)(4) organization. 

So it is the investment in organizations like Microsoft or 
CyberDome that will provide those services free of charge to the 
campaigns that will raise the level of security that they will have, 
moving forward. 

Ms. UNDERWOOD. OK. Then also in your testimony, sir, your 
written testimony, you described how there is a bit of a shortage 
in qualified workers that have the experience required to do this 
type of sophisticated cyber defense on behalf of the United States 
electoral process. Just wondering if you wanted to comment on 
that. 

General TAYLOR. Certainly. It takes years of expertise to build 
the understanding of how the adversary works, and how to apply 
the tools of cybersecurity. A college graduate in cybersecurity is not 
going to have that expertise, and that is why we have tried to bring 
together folks with that kind of expertise to apply it to individual 
campaigns in a systematic way, as opposed to a haphazard way. 

Ms. UNDERWOOD. With experience, then, in playing cyber de-
fense—— 

General TAYLOR. And—— 
Ms. UNDERWOOD [continuing]. Against the Russians, the Chi-

nese, the Iranians—— 
General TAYLOR. Exactly. 
Ms. UNDERWOOD [continuing]. And the other foreign actors that 

threaten our elections. 
General TAYLOR. Who have very significant experience in the de-

fense area of cybersecurity and have applied those tools very suc-
cessfully over the years. 

Ms. UNDERWOOD. So, with that in mind—thank you, General 
Taylor—Ms. Badanes—OK, yes, Badanes—could you comment, 
then, on Microsoft’s ability to source that talent, given the relative 
lack of availability around the country? 
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Do you feel that your company was able to recruit the individuals 
that do have the ability to play that type of cyber defense that the 
general was describing? 

Ms. BADANES. Sure. Microsoft is, actually, one of the most at-
tacked companies in the world. So, when it comes to cybersecurity, 
it is something that we have had to take seriously for our own pro-
tection. 

We have been able to take our learnings from protecting our-
selves, and also apply those to protecting our customers. That in-
cludes recruiting the talent that we need to both protect ourselves 
and also go into that front-line role of protecting our customers. 

Ms. UNDERWOOD. So those individuals, your cybersecurity profes-
sionals, then would have had previous experience? 

Ms. BADANES. In many cases. We have a lot of—real quick, pre-
vious experience? 

Ms. UNDERWOOD. Against these foreign adversaries that General 
Taylor was outlining, right? 

Ms. BADANES. Sure—— 
Ms. UNDERWOOD. The Chinese, the Iranians, the Russians that 

have—are the known foreign actors that threaten—— 
Ms. BADANES. Yes—— 
Ms. UNDERWOOD [continuing]. Our election system. 
Ms. BADANES. In particular, the MSTIC team that we work with 

very closely recruits a lot of individuals from previous Government 
experience, where they faced similar threats. 

Ms. UNDERWOOD. Thank you. So, I mean, it is clear to me that 
if large technology companies like Microsoft have to go out and re-
cruit these types of very experienced, talented individuals, that 
campaigns are not going to be able to do that. Certainly, States 
that barely have an IT person to manage the whole system dedi-
cated to their board of elections or whatever, a secretary of state, 
they are not going to be able to recruit those people, too. 

So it sounds to me like we have a real work force issue, in addi-
tion to a lack of some standards and requirements. 

General TAYLOR. I think there is a work force issue across the 
board, in terms of cybersecurity, for the country. But more specifi-
cally, from our perspective, we believe that we can harness the ex-
pertise of the cybersecurity community, focus on campaigns—— 

Ms. UNDERWOOD. Right. 
General TAYLOR [continuing]. And do so in a systematic way, 

which will provide better protection than hiring a—you know, a col-
lege graduate to be your cybersecurity person trying to take on the 
Russians. 

Ms. UNDERWOOD. Thank you for your testimony. I yield back. 
Mr. RICHMOND. The gentlelady from Illinois yields back. The gen-

tlewoman from Texas, Ms. Jackson Lee, is recognized for 5 min-
utes. 

Ms. JACKSON LEE. Let me—again, let me thank the witnesses, 
and let me share with you these points if you can listen to this 
fact—points, and then I will raise some questions. 

The Russian General Staff Main Intelligence Director, GRU, is 
suspected by our intelligence agencies of having begun cyber oper-
ations targeting United States elections as early as March 2016. 
They took on the persona of Guccifer 2.0, DCLeaks.com, and 
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Wikileaks as the identities that would be reported as having in-
volvement in the work that they had undertaken to undermine our 
Nation’s Presidential election. 

Russia is blamed for breaching 21 local and State election sys-
tems, which they have studied extensively. In February 2018 Spe-
cial Counsel Robert Mueller released indictments of 13 Russians, 
at least one of whom has direct ties to Russian President Vladimir 
Putin. The 37-page indictment details the actions taken to interfere 
with the U.S. political system, including the 2016 U.S. Presidential 
election. 

Among the charges, which include charges for obstruction of jus-
tice, are several especially notable details. The indictment states 
that 13 defendants posed as U.S. persons and created false U.S. 
personas and operated social media pages and groups designed to 
attract U.S. audiences. 

Dr. Blaze, are we better off now than we were pre-2016 and into 
2016, as it relates to the operatives that we might expect—Iran, 
Russia, China? 

Mr. BLAZE. Well, I think, in some sense, we are better off be-
cause we are discussing it, the fact that we are having these hear-
ings. But on the other hand, 2016 could be seen as a demonstration 
of how successful this approach can be with very limited resources. 

So I think, in particular, this is—the experience of 2016 provides 
great encouragement to even smaller National adversaries than 
the—those with the GRU at their disposal. 

Ms. JACKSON LEE. Do you believe, when information counters 
documented intelligence reports that Russia was the entity that 
interfered in 2016, and representations from government officials 
keep utilizing Ukraine as having a server, or having been involved, 
does that give a sign of victory to our adversaries, when that kind 
of dialog is still going on? 

Mr. BLAZE. If you are asking me, I think it is, you know, very 
important that our intelligence services be fully utilized, and their 
expertise listened to in building our defenses. So to the extent that 
we are distracted about these things, that only weakens us. 

Ms. JACKSON LEE. Do you still maintain that we need to ramp 
up the monetary investment quickly to be able to be prepared for 
what we may not suspect might happen in 2020? 

Mr. BLAZE. I think this is an urgent priority. 
Ms. JACKSON LEE. Your comment, I think, 19 or 20 States don’t 

have paper ballots? 
Mr. BLAZE. That is right. I don’t have the precise numbers at my 

disposal, but there are voters in a large number of States who still 
don’t use paper—— 

Ms. JACKSON LEE. I count that as a crisis. That is about one- 
third of the 50 States that don’t have paper ballots, that something 
disruptive could occur and they have no record. 

Mr. BLAZE. I think we are—we have been very fortunate if some-
thing hasn’t occurred yet. 

Ms. JACKSON LEE. Secretary Stengel, again, we have, I think, 
operatives that think they are successful because, in the public 
sphere, there is a comment that Ukraine may have had a server, 
may have had something to do with 2016. Do you count that as 
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disinformation at its paramount level? What else could be said, 
going into 2020? 

Mr. STENGEL. Yes, Congresswoman, I think that is an example 
of disinformation. To go to your previous question, I think our ad-
versaries regard it as a victory when they can get that kind of in-
formation in the digital bloodstream of the United States, and you 
have people in the Government not believing what our intelligence 
sources say is absolutely indisputable, and going—having recourse 
to some of this disinformation and strange theories that is—are not 
proven at all. I think our adversaries see that as a victory. 

Ms. JACKSON LEE. With that in mind, let me just say—and let 
me thank the witness from Microsoft. Let me just quickly ask. 

You continue to shore up your system to protect against those 
who want to attack Microsoft, right? It is a daily, everyday basis. 

Ms. BADANES. Absolutely. It is a race without a finish line. 
Ms. JACKSON LEE. So let me just say I think CISA is a very im-

portant new entity. But listening to all of the witnesses, I am al-
most saying that we should declare a war room. We are a couple 
of months out from the major Presidential primaries, with one 
party having any number of candidates. That is the crux of our de-
mocracy for the highest office in the land. 

I appreciate Dr. Krebs and his work, but I really believe that we 
need an effective war room working on behalf of the Federal Gov-
ernment and working with all the States. This is—stakes are high, 
and this is going to be serious in 2020. 

I thank you all for the contribution you have made today. 
I yield back. 
Mr. RICHMOND. The gentlelady from Texas yields back. I will 

now recognize the gentleman from Ohio, Mr. Roy—Joyce. 
Mr. JOYCE. I love Ohio, but I am from Pennsylvania. 
Mr. RICHMOND. Oh, I am sorry. 
Mr. JOYCE. That is all right. 
Ms. Badanes, I think it is important that you, representing 

Microsoft, are here today. You discuss the work on protecting cam-
paigns. But in your written testimony you mentioned that you 
work on election integrity. Can you elaborate on that work, please? 

Ms. BADANES. Yes, sure. Thank you for the question. So, as I 
mentioned in the testimony, our program is focused on 3 pillars, 
which are actually quite similar to the hearing today. We focus on 
campaign security, disinformation defense, and election security. 

So when we approach that space, as I said earlier, one of the 
things we were looking for was identifying ways that our company 
uniquely could fit in and make a contribution. One thing that we 
have done is to encourage the work of Dr. Josh Benaloh, who actu-
ally contributed to the National Academies report, and is well- 
known in the election security community. He is a senior cryptog-
rapher in Microsoft Research, and he has created a concept called 
end-to-end verifiability in elections. 

So we have built out the code for that. It is now available, open- 
source, on what is called GitHub, which is a site where open source 
code lives, and we have invited vendors new and old to take that 
code and use it to make their system stronger. We are working 
with them actively to identify pilots where we can test that kind 
of application. 
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Mr. JOYCE. You also mentioned Account Guard and Microsoft 365 
for campaigns. Can you tell us about Election Guard, please? 

Ms. BADANES. Sure. So I actually didn’t reference that the open- 
source software development kit is called Election Guard. 

Mr. JOYCE. It is called Election Guard. 
Ms. BADANES. Yes, yes. 
Mr. JOYCE. Can you go into some more details of how you can 

see that impacting the 2020 elections? 
Ms. BADANES. It will be difficult for it to be rolled out in time 

for the 2020 election in any notable way, other than a few pilots. 
However, the way that it impacts voters—and that is what we are 
really focused on—it comes down to that question of was my vote 
counted, can I trust that my vote made it all the way through? 

What end-to-end verifiability enables is a voter to cast their vote, 
take a tracking number back with them. That vote is now 
encrypted. Whether it is through a ballot marking device, or 
whether it is through hand-marked paper ballots into a scanner, it 
can be applied in lots of different ways. 

But the voter, at the end of the election, can check and make 
sure that their vote actually made it into the final tally. So it really 
is, ultimately, about voter confidence. 

Mr. JOYCE. Can you elaborate on research and development at 
Microsoft? Do you consider this to be a field of development that 
Microsoft is committed to? 

Ms. BADANES. So, interestingly, where Dr. Benaloh sits within 
the company is within Microsoft Research. So, as a team, the De-
fending Democracy Program, we are actually quite small. But what 
we are able to do is work across the company, in particular, with 
our researchers, identify projects they are working on that could be 
applicable in the election and campaign space, and where there is 
a good fit we can then work with them to make that research real 
and be part of the commercial offerings. 

Mr. JOYCE. Thank you. My next questions are for Dr. Blaze. 
Pennsylvania recently launched a risk-limiting audit pilot 

project. Can you speak of how that project has been perceived, and 
how that was rolled out in 2 different communities in Pennsyl-
vania? 

Mr. BLAZE. Right. If I understand, Philadelphia, my former home 
town, was one of those cities. You know, it is vitally important that 
States and local jurisdictions get experience with risk-limiting au-
dits. 

You know, I think the—Pennsylvania needs to be applauded for 
doing this. The experience from Pennsylvania is going to be ex-
tremely valuable to both Pennsylvania and other jurisdictions, 
looking forward. So this is, you know, a very positive thing, in my 
view. 

Mr. JOYCE. Conversely, Dr. Blaze, do you see any potential dis-
advantages utilizing risk-limiting audits? 

Mr. BLAZE. No. We simply have to do them. I think the biggest 
disadvantage we face is that if there isn’t a National standard for 
doing them, they are being rolled out very slowly and, you know, 
this needs to be accelerated with things like the Pennsylvania pilot 
project. 
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Mr. JOYCE. Thank you, and I thank all of the witnesses for being 
here today. I yield my time. 

Mr. RICHMOND. The gentleman yields back. I just want to echo 
the sentiment of my colleague from Pennsylvania and thank you all 
for being here and covering such an important topic. I believe that 
it is bipartisan, that we want to protect our elections and protect 
our democracy, and make sure that every vote matters. 

So, with that, the Members of the committee may have addi-
tional questions for the witnesses. We ask that you respond expedi-
tiously in writing to those questions. 

Without objection, the committee record shall be kept open for 10 
days. 

Hearing no further business, the committee stands adjourned. 
[Whereupon, at 4:24 p.m., the subcommittee was adjourned.] 
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A P P E N D I X 

QUESTIONS FROM CHAIRMAN CEDRIC L. RICHMOND FOR FRANCIS X. TAYLOR 

Question 1. Political campaigns, with their limited resources and staff, are a rich 
target for adversaries. Are political campaigns doing enough to defend themselves 
from cyber attack? What more is needed? 

Answer. Generally, campaigns are not doing enough to defend themselves from 
cyber attack. Campaigns are not adequately resourced to defend against many ex-
pert, persistent, and well-funded threat actors such as nation-states. Most cam-
paigns do not have enough technical expertise or historical experience against the 
myriad threats they face. Simply put, if they have not previously detected and re-
sponded to sophisticated threat actors, they will not be able to. Even campaigns 
with a very knowledgeable cybersecurity professional on-staff are hindered. One per-
son alone cannot repel the Korean People’s Army or the Armed Forces of the Islamic 
Republic of Iran. 

Congress should consider specifying minimum cybersecurity standards for Federal 
candidate committees. Campaigns may have greater incentive to spend effort and 
funds on cyber protections if they know their competitors are obligated to the same 
expenditures. Today, a campaign’s singular focus is to get elected. Any effort not di-
rectly in support of getting elected, is not funded or underfunded. For election cam-
paigns, every dollar spent on services like cybersecurity is a dollar that is not being 
spent on their core mission. Even proactive candidates may think twice about 
spending effort and money on cybersecurity, for fear this diversion of resources will 
result in less votes than their competitors. This results in a lack of incentive for 
campaigns to address cybersecurity more fully, despite the imminent threat. 

A minimum standard would ‘‘level the playing field’’ and also ensure foundational 
cybersecurity safeguards are implemented across committees. The specific cyberse-
curity standards need not be authored from scratch. A large catalog of U.S. Federal 
cybersecurity publications exists now and might be adapted specifically for political 
campaigns. Finally, given the relationship between Federal candidate committees 
and National party committees, Congress should also consider specifying minimum 
cybersecurity standards for National party committees. 

Congress should consider mandating that all U.S. Government cyber threat intel-
ligence be disseminated in computer-readable formats, in addition to prose. This 
simple requirement would go along way to ensuring that action can be taken swiftly 
once cyber threat intelligence information is received. Today, cyber threat informa-
tion is mainly conveyed in formats that cannot be automatically processed by com-
puters. In cyber space, the pace of engagement is extremely fast. It far outpaces the 
rate of re-formatting threat intelligence. We are fighting an asymmetrical war on 
the cyber front, and we must adjust. I do not espouse a specific format. I would 
leave that up to the experts. Expressing all threat information in computer-readable 
formats will be a big step forward. 

Congress should consider funding efforts to automate de-classification. De-classi-
fication processes also cost cyber defenders critical time. However, these challenges 
are more complex to solve. Over-classification is something that intelligence organi-
zations should evaluate for themselves. In other words, is it possible that certain 
aspects of the threat information never needed to be classified to begin with? Accel-
erating de-classification should also be considered. We are living in an age where 
machine learning is broadly applied, and artificial intelligence is starting to be well- 
understood. These technologies hold significant promise to automate large portions 
of the de-classification process. 

It’s noteworthy that computer-readable formats and de-classification of cyber 
threat intelligence are also big challenges to the U.S. Federal Government sharing 
information with private sector, whether in the interest of protecting critical infra-
structure or for other reasons. I urge careful consideration of these topics, given 
their importance at-large. 
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Question 2. Recent reports suggest that foreign governments like Russia are 
ramping up influence operations in places with fledgling democracies or more fragile 
economies, such as Africa, and using increasingly aggressive tactics. 

What is the next frontier of foreign influence operations, and how might it matter 
for U.S. National security? 

Answer. A RAND blog from June 2019 does a very good job in summarizing what 
I believe to be the next frontier in foreign influence operations. The author states 
what many of us have been seeing for some time, ‘‘nation-state cyber wars are al-
ready well under way.’’ The lack of international norms means that cyber attacks 
fall into gray areas below total war. Nation-state actors (e.g. Russia, Iran, and 
China) exploit that uncertainty and pose serious risks to U.S. National security. 
Their exploits threaten critical infrastructure, including transportation, food deliv-
ery, utilities, and commerce in general. 

The Department of Homeland Security (DHS) has provided solid guidance (pub-
lished May 15, 2018) toward developing a more robust cybersecurity strategy for the 
homeland that focuses on better defenses. DHS proposed that the United States 
seek to build deeper partnerships with industry to foster an aligned cybersecurity 
ecosystem to enable more effective collaboration and information sharing. 

DHS has encouraged the accelerated use of innovative and emerging technologies 
such as artificial intelligence and machine learning, with an eye toward protecting 
critical infrastructure. DHS has determined that the effects of cyber attacks against 
critical infrastructure could be better mitigated through the creation of comprehen-
sive playbooks to unify Government actions across defense, homeland security, law 
enforcement, intelligence, and State agencies. This could drive uniformity in action 
across the National security enterprise for defensive measures. 

Question 3. The Obama administration filled the position of National Security 
Council’s cybersecurity coordinator, who coordinated Federal efforts related to cyber-
security. Do you believe such a role is necessary in the coordination of the various 
agencies’ responses to election security? 

Answer. The increasing reliance of our Nation on technology means the cybersecu-
rity coordinator role has never been more important. Not only is the cybersecurity 
coordinator critical for coordination of Federal efforts related to cybersecurity, but 
this role must also oversee alignment of Federal efforts with those of private sector 
and other levels of government. This alignment is vital for areas such as critical in-
frastructure, to include election security, where the majority of our critical infra-
structure exists outside of the Federal Government. 

QUESTIONS FROM CHAIRMAN CEDRIC L. RICHMOND FOR RICHARD STENGEL 

Question 1. Political campaigns, with their limited resources and staff, are a rich 
target for adversaries. Are political campaigns doing enough to defend themselves 
from cyber attack? What more is needed? 

Answer. While I am not an expert on cybersecurity and I do not have any data 
on what the political campaigns are doing, I would suspect that they are not doing 
nearly enough. They are ripe targets. We saw that in 2016; it will be even more 
true in 2020. Moreover, there are new methods that have been developed since 2016 
that make campaigns more vulnerable. Deep fakes and the manipulation of data, 
in addition to cyber hacking and disinformation are now among the many things 
campaigns need to be concerned about. In information war, offensive weapons are 
more sophisticated than defensive weapons. Campaigns should have full-time teams 
dedicated to defending themselves in the cyber realm. 

Question 2. Recent reports suggest that foreign governments like Russia are 
ramping up influence operations in places with fledgling democracies or more fragile 
economies, such as Africa, and using increasingly aggressive tactics. 

What is the next frontier of foreign influence operations, and how might it matter 
for U.S. National security? 

Answer. The recent New York Times story about Russian influence operations in 
Madagascar (Nov. 11, 2019) illustrates the concerns contained in the question. In 
that story, the Russians were trying to sway a political campaign to help Russian 
business. Their interests are always unscrupulous: To help Russian interests and 
to undermine democracy. The Russians, especially outside the United States, com-
bine political influence operations with commercial ones. The Chinese tend to con-
centrate only on commercial ones. In the case of the Chinese, they believe commer-
cial ties will lead to political ones. In both cases, they seek to erode the strength 
of American alliances abroad—and that is a long-term threat to U.S. National secu-
rity. 
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Question 3. What do you mean when you say that the primary weapons in the 
global information war are ‘‘weaponized information and grievance?’’ How were 
these weapons used in the 2016 Presidential election? 

Answer. The weaponization of information and the weaponization of grievance are 
two different things. The former is a description of global information war, in which 
bad actors both steal information and distort it to influence and deceive their tar-
gets. The weaponization of grievance is a fancy way of saying that some politicians 
and leaders magnify and exploit voters’ frustrations and unhappiness instead of pro-
posing solutions and policy. In the case of weaponizing information, the Internet Re-
search Agency in St. Petersburg created false narratives about U.S. Presidential 
candidates. The Russians also stoked resentment among both white conservative 
voters and African-American voters with false claims and deceptive advice. 

QUESTIONS FROM CHAIRMAN CEDRIC L. RICHMOND FOR MATT BLAZE 

Question 1. Political campaigns, with their limited resources and staff, are a rich 
target for adversaries. Are political campaigns doing enough to defend themselves 
from cyber attack? What more is needed? 

Answer. Response was not received at the time of publication. 
Question 2. Recent reports suggest that foreign governments like Russia are 

ramping up influence operations in places with fledgling democracies or more fragile 
economies, such as Africa, and using increasingly aggressive tactics. 

What is the next frontier of foreign influence operations, and how might it matter 
for U.S. National security? 

Answer. Response was not received at the time of publication. 
Question 3. As one of the organizers of the DEFCON voting village, you have been 

able to hack voting machines, vote scanners, and ballot marking devices. What do 
you see as the greatest strength and weakness in our election infrastructure? 

What technical threats to election infrastructure are most concerning to you in 
2020? 

Answer. Response was not received at the time of publication. 
Question 4. This month, The Brennan Center for Justice issued a report calling 

on Congress to establish a framework for Federal certification of election vendors, 
the private companies that manufacture voting equipment and maintain voter reg-
istration databases, which would include the establishment of Federal standards 
and the ability for Federal officials to monitor compliance and address violations. 

Are vendors doing enough to defend voting systems? What more is needed? 
Answer. Response was not received at the time of publication. 
Question 5. Although you have disclosed these vulnerabilities to vendors, many of 

these devices will still be in use for the 2020 National election. How have vendors 
responded to your disclosures? 

And do jurisdictions that use these machines face a high risk of being com-
promised? 

Do you believe that election vendors are well-situated to withstand attacks from 
nation-state actors? 

Are there supply chain security certifications that must met for vendors to be able 
to participate in National elections? 

Answer. Response was not received at the time of publication. 

QUESTIONS FROM CHAIRMAN CEDRIC L. RICHMOND FOR GINNY BADANES 

Question 1. Political campaigns, with their limited resources and staff, are a rich 
target for adversaries. Are political campaigns doing enough to defend themselves 
from cyber attack? What more is needed? 

Answer. Political campaigns in the United States range from a small thousand- 
dollar budget operation with a single staff member to a large multi-million-dollar 
budget organization with hundreds of staff. No matter their size or resources, all 
face the potential threat of attack from well-funded adversaries. Many campaigns 
are taking fundamental steps to protect themselves, but more can always be done. 

The most impactful thing a political campaign can do to protect itself is to train 
members of the team on the importance of basic cyber hygiene. These trainings 
should promote practices such as using a password management tool, turning two- 
factor authentication on all their accounts, and using a secure communications plat-
form for sensitive messages. 

Such trainings will not alter the behavior of staff unless campaign leadership first 
creates a culture of cybersecurity awareness within the organization. When the can-
didate, campaign manager, and other prominent officials demonstrate a commit-
ment to cybersecurity with their own devices and accounts, prioritize trainings, and 
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1 CISA Disinformation Infographic—https://www.dhs.gov/sites/default/files/publications/ 
19l0717lcisalthe-war-on-pineapple-understanding-foreign-interference-in-5-steps.pdf. 

provide secure software for the team to use, they demonstrate that cybersecurity is 
something everyone on the team is expected to care about. 

However, campaigns can only do so much to protect themselves. There is a role 
for the private sector to play in supporting these efforts as well. For example, at 
Microsoft we have made top-tier communications and productivity tools (M365 for 
Campaigns) available at non-profit pricing so that campaigns can access the security 
features they need at a price that is reflective of their budget reality. Similar initia-
tives being spear-headed by organizations such as Defending Digital Campaigns and 
CyberDome will continue to provide campaigns with the kind of support they need 
to defend themselves against sophisticated adversaries. 

Question 2. Recent reports suggest that foreign governments like Russia are 
ramping up influence operations in places with fledgling democracies or more fragile 
economies, such as Africa, and using increasingly aggressive tactics. 

What is the next frontier of foreign influence operations, and how might it matter 
for U.S. National security? 

Answer. Identifying the kind of influence operations our adversaries will try next 
is a challenge that many in both the private and public sector are aggressively in-
vestigating. There has emerged consensus on a few things, specifically: (1) Adver-
saries have already begun and will continue influence operations targeting the 2020 
U.S. elections, and (2) adversaries will not follow the same playbook they ran in 
2016. 

While a multi-stakeholder approach is under way to identify and combat these op-
erations, it should be noted that key participants in that process are the voters 
themselves. An informed public is one of the best defenses that can be used against 
such operations. A good example of arming citizens with information that is helpful 
to this effort is the recent infographic created by the Cyber & Infrastructure Secu-
rity Agency (CISA) within the Department of Homeland Security (DHS). This 
infographic clearly demonstrates how disinformation is constructed and spread by 
adversaries, using the clever topic of whether pineapple belongs on pizza.1 Addi-
tional engagement with the public using tools like this is a helpful step toward pre-
paring the public for these on-going influence operations. 

As researchers look into what other tactics might be used in future influence oper-
ations, one emerging threat that is gaining attention is the increased potential for 
bad actors to use artificial intelligence to create malicious synthetic media, better 
known as ‘‘Deepfakes’’. While advances in synthetic media have clear benefits (such 
as synthetic voice used to improve accessibility technology), the increased access to 
synthetic media technology also leads to the risk of exploitation. 

Stakeholders from academia, civil society, and industry are currently working to-
gether to advance best practices for the ethical use of AI. One such effort includes 
a recent ‘‘Deepfakes Detection Challenge’’ Microsoft helped launch together with 
Facebook and the Partnership on AI, a technology industry consortium focused on 
best practices for AI systems, which invites researchers to build new technologies 
that can help detect deepfakes and manipulated media. 

The emergence of deepfakes is just one possible avenue our adversaries will pur-
sue in their efforts to disrupt the 2020 U.S. elections, and there is more to be done 
to combat this possible threat as well as others. Microsoft remains committed to 
working with other stakeholders to contribute to solutions as these and other 
threats emerge. 

Æ 

VerDate Mar 15 2010 17:12 May 20, 2020 Jkt 000000 PO 00000 Frm 00066 Fmt 6601 Sfmt 6011 H:\116TH\19CI1119\FINAL\19CI1119 HEATH


		Superintendent of Documents
	2020-05-28T06:28:39-0400
	US GPO, Washington, DC 20401
	Superintendent of Documents
	GPO attests that this document has not been altered since it was disseminated by GPO




